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I. INTRODUCTION

This document represents the Final Report under Contract No. NAS9-5589,
and includes a discussion of the instrumentation designed and fabricated
under the program as well as the results obtained from the experimental
measurement effort conducted at the Sacramento Peak Observatory. The major
purpose of the program was the spectrometric detection and identification
of atomic and/or ionic lunar atmospheric constituents in the visible spec-
tral region. The extremely sensitive technique employed in the experimen-
tal program involved observation of signature resonance radiations ecmitted
from solar-illuminated atomic and/or ionic constituents in the lunar atmo-
sphere. To accomplish these aims, the specially designed Fastie-Ebert type
spectrometer was coupled to the Sacramento Peak coronagraph so that the
observations of the pertinent sector of the lunar atmosphere residing above
the occulted Coude lunar image could be performed. On this basis, new and
meaningful upper limit surface number density values were established for
the constituents Na, Ca, and cat. The subject matter of the present report
has been subdivided into four convenient discussion categories as outlined
below.

The general scientific rationale involved in establishing the feasi-
bility of performing the field experimental investigation is discussed in
Section II. In this context, a careful theoretical analysis is presented
upon whiclh were predicated the major pertinent instrumental parametric de-
sign features of the Fastie-Ebert type spectrometer. The complex instru-~
mentation design, development, fabrication, and calibration aspects of the
program are described in detail in Section III including discussions of
the major auxiliary electronic and optical subsystems. Sections IV and V
of the present report are concerned specifically with the performance of
the field experimental program. In the former section, there are included
descriptions of the instrumentation field reassembly procedure, coupling
of the Fastie-Ebert type spectrometer to the coronagraph, and the develop-
ment and execution of a suitable guidance scheme. Additionally, the ex-
perimental measurement parameters are identified and employed in the defi-
nition of the field data acquisition procedure. Finally, the data analy-
sis interpretation is discussed in Section V where it is demonstrated
that reliable upper limit surface number density values of less than
100/cm® were established for the three species cases investigated.
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II. THEORETICAL SIGNAL AND BACKGROUND CONSIDERATIONS

The present section discusses the analytical results derived from
detailed examinations of expected signal and background levels pertinent
to the design, performance,and evaluation of feasibility of the field
experiment. In the signal level analysis,reliable estimates are derived
for the solar resonance scattering probability per atom (or ion), P, for
seventeen selected species whose first resonance scattering levels reside
in the visible portion of the spectrum. Two sets of expected signal
brightness values, ¢, were calculated predicated on the validity of two
independent lunar atmosphere models. Estimated background brightness
values, By, were calculated for contributions due to zodiacal, stellar,
and air glow sources. Additionally, cstimates were obtained for the
background contribution due to the scattering of lunar radiation by the
earth's atmosphere combined with instrumental scatter due to the optical
instrumentation involved. It is demonstrated that this latter source is,
in general, the dominant source encountered in the performance of the
field experiment described in Section IV.

Calculations of Estimated Signal Brightness Values, ¢

The present section discusses the calculations performed to obtain
estimates of the expectoed signal brightness levels for seventeen specific
spocies selected on the basis of a previous analysis [1]." The calcula-
tions are straightforward attlough a number of parameters are involved in
“he analysis. Basically, the signal brightness is due to resonance scat-
tering of solar radiation by 2 given species so that two of the fundamental
parameters involved ars: {1; ti individual resonance scattering efficiency
per atom (or ion), &, and (2) the incident solar flux,Fg()\), appropriate to
the particular specics resononce wavelength. The product of these parameters,
then, represents the solar resonance scattering probability per atom (or ion),
P. The derived P-values ave subsequently convolved with lumar atmospheric
models which define the abundance, constituency,and distribution of several
gaseous species resident in the lunar atmosphere. The results are given in
terms of J-values which pertain to sclar illuminated species resident at a
mean altitude of 100 kilometers above the lunar surface,

Resonance Scaticring Efficiencies. Resonance scattering efficiencies,
a, can be calculated from the following squation:
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where

e = unit charge

electron mass

wvavelength of the resonance transition
gy = statistical weight of the ground level

>
3
0o

gf = oscillator strength of the particular transition in which
the weight of the upper state is incorporated.

A literature survey [2,3] has shown that the gf-values for the selected con-
stituents had not been accurately determined and, additionally, no criti-
cal evaluation of the pertinent cxperimental and theoretical data had

been performed. Accurate knowlcdge of the individual «-values is a basic
requirement for the quantitative interpretation of the results obtained

in the experimental program. For this reason the required critical
analysis was performed on the basis of a detailed evaluation of the data
given from the large number of sources involved. For each of the selected
species the pertinent transition is first defined and then the determina-
tion of its oscillator strength is discussed. On the basis of the evalu-
ation technique involved, a recommended value is selected for each transi-
tion which is employed in the present analysis. Of the seventeen selected
transitions no reliable data were available in three cases so that the re-
sults are given for fourteen species. Finally, it is important to point
out that one of the major aims of this study phase was to attach meaning-
ful error estimates to the individual gf-values quoted. A brief survey of
the analysis involved is given below along with final tabulated results
for the fourteen species involved. A complete detailed discussion of the
evaluation technique employed is given in Appendix A.

Na I 15890R. The value presented by Kvater [4] has been revised by
Penkin [57 on the basis of new vapor-pressure data obtained by Nesmeyanov [6].
Kvater's value of 1.65 thus becomes 1.39, a reduction of 16 percent, indi-
cative of the magnitude of systematic errors which may occur in the reduc-
tion of experimental data. This result is within 10 percent of the result
of Penkin [5] using the Hook method with total absorption. Stephenson [7]
employed the magnetic rotation method of Weingeroff [8] to measure the
lifetime although the accuracy to be expected from the theory behind this
technique is difficult to assess. A number of Hartree-Fock results are
also available, yielding a variety of results. The value of Chapman,
Clarke and Aller [9] is obtained by the standard method, but differs by
14 percent from the value of Bersuker [10] who allowed for the time-depen-
dent perturbation due to the polarization of the core during the transi-
tion. The Bates-Damgaard result of Griem [11] is slightly smaller than
that listed by Bates and Damgaard [12] due to the use of more recent ioni-
zation potential data while the work of Houziaux and Sadoine [13] appears
to be in error.



Author gf-Value Method Ref.

Kvater 1.39 Hook [4]
Penkin (Revised) "

Penkin 1.53 Hook with Total Absorption (5]
Stephenson 1.30 Lifetime by Magnetic Rotation [7]
Fock 1.38 Hartree-Fock (Length) [14]
Biermann 1.32 Hartree-Fock (Length) [15]
Chapman, et al. 1.41 Hartree-Fock (Length) (9]
Bersuker 1.62 Hartree-Fock (Length) with Core [10]

Polarization

Griem 1.25 Bates-Damgaard 1117
Anderson and Zilitis 1.30 Petrashen-Abarenkov [16]
Stewart and Rotenberg 1.30 Scaled Thomas-Fermi [17

"Recommended Value

Ca II 23934%. This is one of the few lines of an ion specie spectrum
for which an accurate experimental determination is available although the
accuracy depends on the applicability of the Saha equation. The initial
value of Ostrovskii and Penkin [18] was later revised by Penkin {5] presum-
ably on the basis of new vapor-pressure data. Similar Hartree-Fock calcu-
lations have been performed by both Trefftz and Biermann [19] and Douglas
and Garstang [20] who included the effect of static core polarization [21].
Douglas and Garstang list a variety of values from different versions of
the Hartree-Fock scheme, which are reproduced below.

Author gf-Value Method Ref.
Ostrovskii and Penkin 1.66m Hook [18]
Penkin (Revised) [5]
Trefftz and Biermann 1.44 Hartree-Fock (Length);

Polarization [19]
1.36 Hartree-Fock (Velocity);
Polarization
Douglas and Garstang 1.44 Hartree-Fock (Length);
Polarization [20]
1.35 Hartree-Fock (Velocity);
Polarization
1.56 Hartree-Fock (Length)
1.20 Hartree-Fock (Velocity)
1.85 Hartree (Length)
Zwaan 1.46 WKB [22]
Griem 1.33 Bates-Damgaard [11]

7\Recommended Value




Sc I A39078. No reliable data available.

V I 238558, No reliable data available; the transition is for-
bidden (two-electron jump).

Sr I M4607&. The most accurate mcasurement is that of Ostrovskii
and Penkin [23] by the Hook method with total absorption. The lifetime
measurement of Lurio, de Zafra and Coshen {24] should constitute an
upper bound, sincc the possibility of decay from the upper level to the
55 4d (1D,) level (an allowed transition) is opened. Strontium is too
complicatcd an atom for the Bates-Damgaard method to yield reliable results.

Author gf-vValue Method Ref.
Ostrovskii and Penkin 1.54° Hook-Total Absorption [23]
Lurio, et al. ~ 1.92 Lifetime (Level-Crossing) [24]
Bates and Damgaard 1.82 . Bates-Damgaard [12]
Garstang 1.90 Bates-Damgaard in Intermediate [25]

Coupling

7‘Recommended Value

Ti I A5014K. No reliable data available.

Ca I M4227R. The most accurate measurement is that of Ostrovskii and
Penkin {23]. The lifetime measurement of Lurio, et al. [24] yields an upper
bound, due to neglect of the 4s 4p (1P - 4s 3d (1D ) transition. The
Hartree-Fock calculations of Trefftz [%6] which allow for configuration in-
teraction and polarization reveal the importance of these effects (especially
the former) on comparison with the straight Hartree-Fock calculation of
Hartree and Hartree [27]; however, the length and velocity forms are in dis-
appointingly poor agreement. The Bates-Damgaard result {11] is rather large,
probably due to insufficient allowance for configuration interaction.

Author gf-Value Method Ref.
Ostrovskii and Penkin 1.49* Hook-Total Absorption [23]
Lurio, et al. ~ 1.80 Lifetime (Level-Crossing) [24]
Hartree and Hartree 2.24 Hartree-Fock (Length) [27]
Trefftz 1.63 Hartree-Fock (Length) with C I [26]

and Polari-
1.31 Hartree-Fock (Velocity) zation; Exp.
Energy
Griem 1.83 Bates-Damgaard [11]

%Recommended Value




A: I 239448, The most accurate measurement is the lifetime deter-
mination of Brehm, Demtroder and Osberghaus [28]. The wvalue of Penkin
and Shabanova [29] was obtained by placing relative values into an abso-
lute scale by means of a measurement for the l396lx line (the other line
of the resonance doublet) by Penkin [30]; although the Hook method with
total absorption was used, the accuracy claimed is very low (f = 0.15 +
0.04). The low accuracy is probably due to the use of photography rather
than photoelectric techniques in the absorption measurement. The result
of Brehm, et al. [28] lies within the limits claimed by Penkin. Configur-
ation interaction is presumably responsible for the surprisingly low
Bates~Damgaard value [11]; however, the single configuration Hartree-Fock
calculation of Biermann and Lubeck [31] is in good agreement with the
experimental results.

Author gf-Value Method Ref.

Penkin and Shabanova 0.30, Hook [29]

Brehm, et al. 0.24 Lifetime, Optical Excitation [28]
Biermann and Lubeck 0.27 Hartree-Fock (Length) with

Polarization [31]

Griem 0.10 Bates-Damgaard [11]

%
Recommended Value

Cr I A\3593&. Chromium is well known for yielding widely divergent gf-
values. The revised value of Penkin [5] is accepted as derived from the
Ostrovskii and Penkin [32] value, presumably on the basis of new vapor pres-
sure data.

Author gf-Value Method Ref.
Ostrovskii and Penkin %* [32]
Penkin (Revised) 1.89 Hook [5]
Lawrence, et al. 1.68 Atomic Beam Absorption [33]

oo
w

Recommended Value

K I \7665%. This line is isoelectronic with Ca II 239348, The most re-
liable result is that of Penkin [5] which is in excellent agreement with the
several other values tabulated below.



Author gf-Value Method Ref.

Penkin 1.37* Hook-Total Absorption [5]
Stephenson 1.31 Lifetime (Magnetic Rotation) (7]
Biermann and Lubeck 1.43 Hartree-Fock (Length) with
Polarization [31]
Griem 1.31 Bates-Damgaard [11]
Anderson and Zilitis 1.39 Petrashen'-Abarenkov [16]
Stewart and Rotenberg 1.40 Scaled Thomas-Fermi (17}

at.

“"Recommended Value

Y I 241438, The only available result, which is not very accurate, is
that due to Goldberg, et al. [34]

Author gf-Value Method Ref.

%*
Goldberg, et al. 2.09 Bates-Damgaard [34]

ot

JRecommended Value

zr I 261358, The only available, and probably inaccurate, result is that
due to Manring [35].

Author gf-Value Method Ref.

*

Manring 1.41 Bates-Damgaard (extrapolated) [35]

"Recommended Value

Ba I A55353. The recommended result of Penkin [5] is in excellent agree-
ment with the lifetime measurement of Bucka and Schussler [36] while the Bates-
Damgaard [35] result is rather large.



Author gf-Value Method v Ref.

Penkin 1.40 Hook-Total Absorption [5]
Bucka and Schussler 1.32 Lifetime (Double Resonance) [36]
Manring 1.92 Bates-Damgaard [35]

ate

"Recommended Value

Rb I \7800&. Penkin [5] has revised the result of Gol'dberg [37],who
employed the Hook method, on the basis of the wvapor pressure data of
‘Nesmeyanov [6]. The resulting figure is somewhat larger than other avail-
able values.

Author gf-Value Method Ref.

*
Gol'dberg 1.60 Hook [37]
Penkin (Revised) {5]
Stephenson 1.32 Lifetime (Magnetic Rotation) [7]
Goldberg, et al. 1.35 Bates-Damgaard {34]
Gol'dberg 1.47 Petrashen-Abarenkov [37]

*
Recommended Value

Mn I 24031%. As shown by Allen [38] and Morozova and Startsev [39], gf-
values for Mn are in unusually good agreement. Penkin [5] quotes absolute
values from Ostrovskii and Penkin {32], q.v. for a discussion of the vapor
pressure equation used. Apparently, unlike the gf-values for Cr I as dis-
cussed previously, these values have not been revised presumably because no
new vapor pressure data has become available. This suggests a rather larger-
than-usual uncertainty about this result.

Author gf-Value Method Ref.

%*
Ostrovskii and Penkin 0.34 Hook [32]
Bell, et al. 0.36 Atomic Beam Absorption [40]

*
Recommended Value




Co I 13527%. The only recliable result is that due to Lawrence, et
al. {33]

Author gf-Value Method Ref.

Lawrence, et al. 0.20 Atomic Beam Absorption [33]

ota

Recommended Value

Li I 267078. The two lines of the resonance doublet of lithium are too
close together to be resolved in the present experiment. Results for the
stronger lines are presented here; gf-values for the two lines are in the
ratio 2:1. The various calculated values are in good agreement with each
other and with the lifetime measurement of Stephenson [7].

Author gf-Value Method Ref.
Stephenson 0.96, Lifetime (Magnetic Rotation) [7]
Ivanova and Ivanova 1.03 Hartree-Fock (Length) [41]

1.05 Hartree-Fock (Velocity)
Weiss 1.02 Hartree-Fock (Length) [42]
1.05 Hartree-Fock (Velocity)
1.00 Configuration Interaction
Calculation (Length)
1.03 Configuration Interaction
Calculation (Velocity)
Griem 1.00 Bates-Damgaard (11]
Stewart and Rotenberg 0.97 Scaled Thomas-Fermi [17]

“"Recommended Value

On the basis of the above discussions, the recommended gf-values and cor-
responding error estimates are tabulated in Column 4 of Table 1 in order of
decreasing values. The resultant resonance scattering efficiencies for the
selected individual species are given in Table 2, Column 4.

Solar Flux Estimates. The general features of the solar spectrum as
applied to the present problem are illustrated in Figure 1 which includes
both the solar continuum and the strong Fraunhofer absorption features for
the spectral region AX3500-8000A. Marmo, et al. [43] have demonstrated pre-
viously that the appropriate solar flux incident on a potential resonance
scattering speciesmust necessarily include the role of Fraunhofer absorption

10



TABLE 1

RECOMMENDED OSCILLATOR STRENGIHS FOR SEVENTEEN IMPORTANT TRANSITIONS

Atom
or Ion Wavelength
Species Transition (A) gf-Values
22 1 2 0 .
Yy 1I 4d5s7a D3/2 - 4d5s("D)5py D3/2 4143 2.09 + 25%
cr 1 3d5(6s)4sa7s3 3d44s(6D)4py7P§ 3593 1.89 + 10%
2 2.0 o
Ca II 4s”S) . - 4p7RS 3934 1.66 + 15%
2 2_0 o
Rb I 5575, ,, = SP°PS ), 7800 1.60 + 15%
St I 5s° 's_ - 5s5p'8 4607 1.54 + 10%
Na I 3525 3p2p° 5890 1.53 + 10%
ca 1 4s? 1sO 454p1Pi 4227 1.49 + 10%
2r 1 4a’CP)ss?a’F, - 4a’ss(“F)speF) 6135 1.41 + 25%
Ba I 6> s - 6s6p P 5535 1.40 + 5%
2 2.0 o
K I 4s 51/2 4p P3/2 7665 1.37 + 5%
. 2 2.0 o
Li I 2s Sl/2 2p P3/2 6707.74 1.03 + 5%
2 2_0 o
25°S, /5 = 22°B) /) 6707.89 0.51 + 5%
5 26 5.7 6.0 ,
Mn I 3a%s%a’s ,, - 3d74s('S)apz Py ), 4031 0.34 + 15%
; 2.0 2 .
Ag I 3p°P),, - 4875y, 3944 0.24 + 10%
7, 2.4 7, 5 4 o .
Co I 3d 4s”a F9/2 3d 4s (T F)apz F9/2 3527 0.20 + 15%
Ti 1 3d24s2a3F2 3a%s (*F)4pz D] 5014 No data
324 4,5 4 o
v I 3d74s"a F3/2 347 ("D)4py F3/2 3855 No data
2 2 3 2. 0
Sc 1 3d4s a D3/2 3d4s("D)4py F3/2 3907 No data

11
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where appropriate. The detailed fine structure of Fraunhofer line data
as applied to the present problem yag obtained from the compilation due
to Minnaert, et al. [44] while the continuum data have been extracted
from the published results of Johnson [45]. The specific Fg-values em-
ployed in the present study are tabulated in Column 5 of Table 2; in
Column 7 of that table,the nature of the solar flux data is indicated
by a''¢"or"f'"for the cases of continuum and Fraunhofer, respectively.

Resonance Scattering Probabilities for the Selected Transitions. 1In
addition to the Fg-values,Table 2 includes a number of other pertinent
parameters for calculating the appropriate P-values. For example, Column
3 of Table 2 lists gf/g,-values derived from the results given in Table 1
wherein the statistical weight of the ground level, g;, has been incorpor-
ated. Additionally, in Column 4 the resultant a-values are given (see
Equation (1)). Finally, in Column 6 the required P-values are listed in
order of decreasing probabilities. It should be noted that the estimated
error values attached to these P-values have been directly transposed
from the error analysis performed in obtaining the gf/gl—values. In
other words, it is felt that in all cases the error in the solar flux
values is small compared to the suggested error estimates.

Composition, Abundance and Distribution of Lunar Atmosphere Constit-
uents. The calculation of expected signal brightness-values involves
not only the appropriate P-value but also the composition, abundance, and
distribution of the specific constituents investigated. Accordingly, it
is necessary at this point to invoke a model of the lunar atmosphere which
can be employed to define the required parameters. However, it is impor-
tant to stress that the performance of the field experiment does not de-
pend directly on the validity of any of the proposed models. In general,
two models have been discussed previously in some detail by Marmo, et
al. [43] so that only a summary of the salient features is required here-
in for completeness. These models involved two separate source functions:
(1) the solar wind and (2) accretion of meteoric debris. The solar wind
model employed was based on the published results of Michel [46] who has
shown that the total mass, M, of any constituent (whose atomic weight ex-
ceeds four) in the lunar atmosphere due to the solar wind source can be
calculated from

M=1.6x10%n £(m)/P (2)
where
m = atomic weight
f(m) = numerical fraction of solar wind species (see Table 3{
Pe = escape probability (in accordance with Michel = 1.15m /2)

The solar wind abundancies (f(m)-values) for selected materials (after
Aller [47]) are given in Table 3. M-values for the individual consti-
tuents were calculated from Equation (2).

13
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TABLE 3

METEORIC AND SOLAR WIND ABUNDANCES
FOR SELECTED MATERIALS (AFTER ALLER [471)

Relative So%ar Wind Relative Metggric
Element Abundance, f(m) Abundance
Rb 3.0(-10) 6.5(-6)
Ba 1.3(-10) 8.8(-6)
Li 9.1(-12) 1.0(-4)
Sr 4.0(-10) 1.89(-5)
VA 1.7(-10) 5.45(-5)
Y 1.8(-10) 8.9(-6)
Na 2.0(-6) 4.4(-2)
K 5.0(-8) 3.16(-3)
Cr 2.3(-7) 7.8(-3)
Ca 1.4(~6) 4.9(-2)
Al 1.6(-6) 9.48(-2)
Mn 7.9(-8) 6.85(-3)
Co 4.4(-8) 1.8(-3)

L.

"Based on hydrogen solar wind abundance of unity.

3

By
Based on silicon meteor debris abundance of unity.

15
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The other model employed a source function predicated on meteoric
lunar surface impact and subsequent volatilization. This is admittedly
an oversimplified model in which it is assumed that the resultant atmo-
spheric species constituencies are in direct proportion to the meteoric
abundances shown in Table 3. In calculating the expected signal bright-
ness-values, Ehe results were normalized for a total surface number
density of 10 em™3. Specifically then, since silicone is the most
abundant material of meteoric debris, it is assumed that it contributes

about 10 cm™3 to the surface number density.

Finally, for both models an estimate was required for the contri-
bution due to ionic species. For this purpose, it was assumed that
their contribution amounts to no more than 10’3 of the corresgonding
neutral species. SYecifically then, the ion density due to Si™ amounts
to no more than 10} em~3. The applications of an ionization factor of
10'3 is in accordance with the calculated estimates due to Bernstein,
et al.[48].

The above two models yield estimates for the constituency and
abundancy of the specified atmospheric comnstituents. It is now necessary
to define the distribution of these species in the lunar atmosphere before
the final signal brightness-values can be calculated. For this purpose,
a planetary exospheric, i.e., lunar atmosphere, has been employed wherein
it has been previously demonstrated [43] that the individual altitude-
number density distributions for each material corresponds to their indi-
vidual scale heights, H(n). For the present calculations,a mean lunar
atmospheric temperature of 400°K was applied; the corresponding scale
heights for the selected constituents are presented in Figure 2 bg the
curve marked H(m). The required calculations also involve the cm“~-column
count of atmospheric species tangent to but 100 km above the lunar sur-
face, N(h;). This latter requirement is due to the occultation technique
to be employed in the field; its role will be described later. In any
case, Marmo, et al.[43] have shown that this horizontal column count can
be calculated by

1/2 3
N(hl) =0 H(27n X) 1+ 8X) F1 (3
where
‘ - R + h1
H
n = surface number density (derived from models)

o
H = scale height
R = lunar radius
1° occultation altitude (100 km)

F, = occultation factor = exp-(hl/H)

17



It is evident that the Fy-value can be defined as an occultation factor
which accounts for the reduction in signal as a function of that lunar
altitude along which the cm?-column count is derived. The Fi-values cor-
responding to the several constituents consgidered are also given in
Figure 2 by the solid line so designated. Finally, Tables 4 and 5 con-
tain the calculated values of the integrated column counts and resultant
resonance scattered signal brightness-values based on the solar wind and
meteoric debris models,respectively. The values are given in order of
decreasing signal brightness for observing along altitude, h, = 100 lkm.
The overall variation in signal brightness-values is considerable; they
range from tens of kiloRayleighs to a fraction of one Rayleigh. Reference
will be made later to these values on the discussions of instrumentation
capability in Section III.

Extended Background Brightness Values
The total background brightness B, pertinent to the present experi-
ment, involves a complex sum of a number of sources which are in turn

functions of several independent variables. For convenience, the total
background can be expressed symbolically as:

B, (X,3,4,2,5) = By(A,&) + B, (M) + B (h,a,¥) + B,(A,0) + B _(1,0,8) (4)

where Bd = lunar disc component
Ba = night airglow component
BS = gtellar component
Bz = zodiacal component
BSc = gcattered moonlight component

The variables involved are defined as follows:

o = galactic latitude

= galactic longitude

A = wavelength in the visible '

£ elongation angle in the ecliptic plane
field experimental conditions (this factor includes prevail-
ing seeing conditions, coronagraph scattering, spectrometer
scattering, etc.)

<
|

(L]

The component, Bd(k,e) representing the background contribution due to
reflection of solar radiation by the lunar disc is essentially eliminated
as a result of the use of the Sacramento Peak coronagraph occultation disc
(it is noted subsequently that, as a precautionary measure, the lunar disc
has been experimentally "over occulted'by 100 km). In the following dis-
cussions, the background contributions due to the stellar and night airglow
components are shown to be insignificant. Additionally, the variations of
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TABLE 4

CALCULATIONS OF INTEGRATED COLUMN COUNT AND RESONANCE
SCATTERED SIGNAL BRIGHTNESS-VALUES BASED ON THE SOLAR WIND MODEL

Signal Brightness“

Integrated Column Count ®(hl) ph;tons

Element N(hl)(cm-z) em~ sec

Na 2.5 x 10-° 1.5 x 109
Ca 3.0 x 10%° 1.0 x 10°
A 2.3 x 10'° 3.8 x 10°

K 1.0 x 10° 2.1 x 10°
Cr 6.3 x 10° L4 108
Mn 2.3 x 10° 7.6 x 10°
Rb 1.3 x 10 3.7 % 10°
Sr 1.8 x 10 2.2 x 10°
Ca II 3.0 x 10 1.7 x 10°
Co 1.4 x 10° 1.4 x 10°
Zr 8.2 x 10° 5.0 x 10°
Li 3.5 x 10° 4.0 x 10°
E 8.4 x 10° 3.1 x 10°
Ba 9.4 x 10° 1.2 x 10°

hOne Rayleigh equals a brightness of 106 photons/cm2 sec.
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TABLE 5

CALCULATIONS OF INTEGRATED COLUMN COUNT AND RESONANCE
SCATTERED SIGNAL BRIGHTNESS-VALUES BASED ON METEORIC DEBRIS MODEL

Signal Brightnessw

Integrated Column Count @(hl)/Eh;tons
Element N(hl)(cm-z) m? sec
Na 4.5 x 10'° 2.6 x 10°°
Li 2.0 x 10° 23« 100
£ 9.0 x 10°° L5« 10
Ca 3.8 x 1010 13 x 10°
K 2.5 x 10° s 3 5 108
Cr 5.3 x 10 12« 108
Mn 4.5 x 109 1.4 x 107
Ca II 3.8 x 10 23 x 105
zr 2.8 x 10 17« 105
Sr 9.9 x 10° 12« 10°
Co 1.1 x 107 11 x 10°
Rb 3.4 x 10° 56y 10°
Y 4.6 x 10° 1.7 x 10°
Ba 3.7 x 10° 49 x 10t

“One Rayleigh equals a brightness of 106 photons/cm2 sec.
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these components with both wavelength and experimental conditicons are
relatively minor so that only limited discussions are presented for
these cases. Furthermore, under the sclected experimental conditions,
the zodiacal light component intensity was a minimum and, as such, con-
tributed negligibly to the total background. Thus, it is concluded that
the most important background contribution involves the combined effects
of scattering of lunar radiation by the earth's atmosphere and scatter-
ing by the various optical components of the overall system.

Airglow Component. The night airglow background continuum component
is believed to originate in the earth's upper atmosphere; the two most
widely quoted excitation mechanisms are the influx of fast particles into
the atmosphere and the delayed effects of solar radiation. According to
Chamberlain [49]. the absolute continuum intensity amounts to about 4 x
10 photons/cmz-sec-ster-ﬂ.for the spectral region A} 3900 to 4800 .
Roach and co-workers [50-51] have shown that in the 53004 region the ab-

; ; 4 4 2
solute intensity can vary between 1.8 x 10%and 5.3 x 10* photons/cm“-sec-
ster-A. 1In any case,it appears that the night airglow background con- -
tinuum is less than 1 Rayleigh/x (vhere 1 Rayleigh = 106 photons/cmz-sec)
throughout the visible region. For the present purposec, a constant value
of (.68 Rayleigh per % has been adopted as representative as indicated in
Figure 3 by the appropriately marked curve.

In addition to the continuum contribution, it is known that the Na-D
lines are prominent features of the night airglow. For example, according
to Chamberlain [49] the night airglow intensity at 58908 varies between
30 Rayleighs (summer value) and 200 Rayleighs (winter value) in the north-
ern hemisphere. In the present investigation this factor has been con-
sidered in determining the absolute content of sodium in the lunar atmos-
phere. However, on the basis of the field measurements reported in the
following section, it is evident that the source of Na-D emission can be
neglected. Additionally, for the H and K lines of Ca¥t, Broadfoot [52]
has shown that the night airglow intensities are less than several
Rayleighs. Finally, a general survey of the literature has indicated
that no other significant discrete background radiations of interest in
the presznt experiment have been observed in the night airglow.

Stellar Component. The background contribution due to the stellar
component is calculated by combining the spectral distribution of radia-
tion from the predominant stellar classes [53-57] with the observed num-
ber of stars of given magnitudes in these classes [58,59]. A parametric
analysis was performed which indicated that the largest background level
variations attributable to galactic longitude are about a factor of five
within the galactic equatorial plane and about a factor of two at a galac-
tic latitude of 20°. Russell, et al. [58] have shown that the stellar
population at & = 20° is essentially equivalent to that of the average
sky. Additionally, the maximum background occurs in the galactic equa-
torial plane. A previous analysis [43] indicated that the stellar com-
ponent is essentially invariant with wavelength in the visible region
of the spectrum so that a constant value was employed for the present
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purpose, This simplification presents no serious difficulties since it
can be shown that the entire stellar component is indeed negligible.

For completeness, however, two values are shown in Figure 3: Bs(max)

and B, (min) corresponding to galactic latitudes of 02 and 20°,respectively.
In either case, however, the contribution to total background is less than
1 Rayleigh per

Zodiacal Component. It is generally accepted [53,60] that the source
of zodiacal light is due to the Mie scattering of solar-illuminated dust
particles centered principally within the plane of the ecliptic. As a
consequence, the zodiacal light intensity varies markedly with elongation
angle, £; i.e.

cos & = cos (¢ = co) cos B (5)

where

i
~
i

differential ecliptic longitude

T ©

i}

ecliptic latitude

In the present experimental configuration, an ecliptic latitude of
A = 0° is appropriate so that the elongation angle may be used inter-
changeably with the differential ecliptic longitude. The zodiacal light
intensity increase at low elongation angles has been verified experimen-
tally [60-62]. Furthermore,these data indicate a minimum value at about
90° and an essentially constant value for larger elongation angles up to
180°., As expected, the spectral variation of zodiacal light closely ap-
proximates that of the solar spectrum. In Figure 3, the over-all intensity
variation of zodiacal light is plotted as a function of elongation angle
for a representative wavelength in the visible spectral region. This
curve clearly indicates the difficulties involved in performing the ex-
perimental observations at small elongation angles.

Earth Atmospheric and Instrumental Scattering of Lunar Radiation.
It has been shown in the preceding discussions that the several pertinent
background sources are either negligible or can be minimized. However,
scattering of the lunar radiation in the earth's atmospherec as well as
scattering by the optical components of the system represents a signifi-
cant source of background.

Since neither theoretical nor observational data were available from
which this background contribution could be assessed for measurements per-
formed along and tangent to the lunar disc limb, a directly applicable
experimental solution to the problem was sought. Although an occulting
disc was employed in the measurement program, the above background source
still remained. Thus, during the initial stages of the program, photo-
metric measurements were performed at Sacramento Peak under full moon
conditions to determine the brightness ratio from areas on the lunar
disc and within the lunar atmosphere at an altitude of 100 km above and
tangent to the lunar limb. In a detailed account of these measurements,
presented elsewhere [63], it was shown that for the field conditions which
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prevailed, the measured ratio (off-the-disc/on-the-disc) was 2.5 x 10~
for AN 4558, 5540,and 6714R [63]. Thus,with this representative value
for the visible region it is now appropriate to estimate an absolute
value for the background contribution when obscrving lunar atmospheric
constituents along a line of sight 100 km above and tangent to the lunar
limb. For example, it has been established that for A = 55402, the
lunar mean spectral radiance is about 2.1 x 1012 photons/cmz-sec—ster-x
[63}. Thus, application of the measured ratio of 2.5 x 10"% results in
a background brightness value of 5.2 x 108 photons/cmz-sec—ster- for
off-the-disc observations which are equivalent to 6.5 x 103 Rayleigh/g.

The sceing conditions under which the 2.5 x 10_4 value was measured
were described by resident Sacramento Peak personnel as "good but not
excellent." According to their estimates,a ratio of 5 x 1072 could pre-
vail under optimum seeing conditions. Alternatively, observations could
probably be parformed under less than ideal conditions where the ratio
could be as high as 1 x 10-3. Accordingly, for the present task, a range
of seeing conditions between 5 x 105 and 1 x 10~3 was considered repre-
sentative.

These calculations employed the relative magnitudes of lunar radiation
as a function of lunar phase from Chorvinsky [53], as shown in Table 6.

Calculations of Bg. were performed in the visible region as a function
of elongation angle for ratio values of 1 x 10'3, 5 x 1077, 2.5 x 1074,
1 x 10~4, and 5 x 10'5; the resultant curves are shown in Figure 3.

The Variation of the Background Contribution with Season and Lunar Age

The major feature shown by the data of Figure 3 is that the Bg. con-
tribution clearly dominates(especially for elongation angles greater than
20-40)depending on the prevalent seeing conditions. In addition, the
background estimates of Figure 3 were obtaincd for a zenith look angle
which represents an optimum experimental situation since at lower eleva-
tion angles, the background countributions tend to increase whereas the
signal intensities would remain constant or decreas2. A more realistic
appraisal of this aspect of the problem is presented in Figure 4 where
the lunar elevation angle is shown as a function of season and lunar age
as derived from the Nautical Almanac [64 ] for the period June 1966-June
1967. The curves clearly indicate that maximum elevation angles obtain
during late fall, winter, and early spring. Additionally, Sacramento
Peak personnel have indicated that optimum secing conditions at Sacramento
Peak occur during middle October to late November. For these reasons it
was decided to perform the field experiment during the late fall time
period.
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TABLE 6

LUNAR INTENSITY REDUCTION FACTORS AS A FUNCTION OF LUNAR PHASE
OR ELONGATION ANCLE (after Chorvinsky [53])

Elongation Angle (9, deg) Lunar Phase Intensity Reduction Factor
10 Crescent 0.003
30 Crescent 0.007
40 Crescent 0.010
50 Crescent 0.015
60 Crescent 0.025
70 Crescent 0.040
80 Crescent 0.058
90 Quadrature 0.082

100 Gibbous 0.116
110 Gibbous 0.159
120 Gibbous 0.210
130 Gibbous 0.273
140 Gibbous 0.355
150 Gibbous 0.460
160 Gibbous 0.600
170 Gibbous 0.800
180 Opposition 1




ITI. EXPERIMENTAL INSTRUMENTATION

In this section the major optical and electronic components of the
GCA designed and fabricated instrumentation system are described. This
system was coupled to the Sacramento Peak coronagraph to perform the ex-
perimental observations discussed in the next section. Although a major
portion of this discussion has been presented previously in a limited
distribution project report [63], the material is also reproduced herein
for report completeness.

The scction is subdivided into two major discussion arcas: (1) op-
tical components including the pre-optic system and the Fastic-Ebert type
spectrometer and (2) electronic components including the photon detec-
tion subsystem and the spectral scanning device.

Optical System Design

As noted previously, successful performance of the experiment re-
quires the efficient coupling of the GCA instrumentation configuration
to the Sacramento Peak coronagraph. This requirement intrinsically im-
poses a number of physical constraints upon the final optical design of
the Fastie-Ebert type spectrometer. As such, the following discussion
will first involve specification of the physical and optical constraints
imposed on the system design. As a consequence of the above, the para-
metric design features of the major optical components of the system
will be specified.

Physical and Optical Constraints. A basic tenet governing the per-
formance of the field experiment at Sacramento Peak was noninterference
with the routine scientific activity of the observatory. On the basis
of a series of discussions between key GCA and observatory personnel in
this regard, it was mutually decided to accommodate the overall GCA in-
strumentation configuration in the space designated in Figure 5. In this
scaled schematic, it should be noted that all components in the observing
room represent permanent installations except for the plane mirror, lens,
and GCA spectrometer. Although this arrangement was spatially generous,
it introduced a number of physical and optical constraints on the systems
design. The scientific requirements also introduce constraints, the sum
total of which are listed below as boundary conditions to the system de-
sign phase of the optical system.

(1) The dimensions of the over-all systemcould not exceed 2 meters
in length and 1 meter in width according to the space allocation of
Figure 5.

(2) Variations in lunar image size (owing to the variable Earth-moon
distance) must be accommodated by the pre-optics system.
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Figure 6. Scaled optical configuration of pre-optic and
spectrometer systems.
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(3) The A.l-product of the pre-optics system should be compatible
with that of the coronagraph (that is, £/35, with the 4-inch Coudé image).

(4) The pre-optic and spectrometer systems should subtend a sector
of the lunar image which corresponds.to an atmospheric sector (above the
lunar limb) of about one scale height and which at the same time yields
a spectral resolution of about one Angstrom.

(5) Both systems should possess cylindrical symmetry to accommodate
the rotation of the lunar image as it traverses the sky during a given
observation night.

(6) The spectrometer should employ curved entrance and coxit slits
to both maximize system throughput and match the curvature of the lunar
image after focussing onto the entrance slit.

(7) 1In satisfying the above requirements, the optical throughput
should not be reduced significantly.

Design of Pre-Optic and Fastie-Ebert Type Spectrometer Components.
The number of constraints stipulated above must be accommodated by both
ma jor optical components, i.e., the pre-optic subsystem and Fastie-Ebert
type spectrometer. As noted above, design of the optical components must
be achieved under the constraint of optical throughput conservation, which
is accomplished by simply preserving the Aii (area-solid angle)-product at
each successive focal plane. Predicated on this and the other constraint
factors, a scaled drawing of the final optical configuration is presented
in Figure 6. The following discussions include the detailed analytical
and theoretical considerations employed in the design of both the pre-
optic subsystem and the Fastie-Ebert type spectrometer.

With respect to the former, the selected prc-optic subsystem satis-
fied the constraint criteria (1) through (5) above. The general design
features are specified in detail in the scaled schematic diagram of
Figure 7. It can be seen that three lenses and two prisms, employed as
indicated in the figure, essentially comprise the pre-optic subsystem.
Lens Ly focusses the 4-inch Coudé image onto lens Ly via the 45-degree
front surface mirror. This lens then reimages the Coudé image onto the
spectrometer entrance slit via the lens,L3. The axis of L, is concentric
with the cylindrical rotation axis of the spectrometer as required. In
practice, lenses L, and L3 and the two right-angle prisms are mounted
physically to the spectrometer. Since the positions of both the first
prism and lens L, (along its own axis) are adjustable, proper focussing
can be achieved at the entrance slit of the spectrometer for a variable
size Coudé image. It can be seen from Figure 7 that the pre-optic sub-
system arrangement can accommodate the lunar image rotation so that a
constant sector of the lunar atmosphere can be maintained in focus (onto
the entrance slit) throughout an entire evening of investigation. This
is accomplished by displacing the beam laterally to the entrance slit by
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the set of prisms and by establishment of the geometrical situation where-
in the cyvlindrical axis of symmetry of the spectrometer is concentric to
the axis of the undeflected beam as shown in Figure 7. With this arrange-
ment the spectrometer can be rotated about its cylindrical axis so that

an accurate track can be maintained of the lunar image. 7This function
was performed manually in the field since the rotation rate requircment

is sufficiently modest. It may also be noted from Figure 7 that provi-
sions were made to accommodate an interference filter in front of lens

Ly for either gross order sorting or narrow spectral discrimination.

The major items employed in the design of the pre-optic subsystem
were available commercially as off-the-shelf components. Assembly and
test of these components were performed at the GCA laboratories to as~
sure compliance with the experimental design objectives. In addition,
special holders were machined at GCA to attach the indicated pre-optic
system components to the existing optical bench in the observing room.

A scaled schematic diagram of the Fastie-Ebert typc spectrometer is
presented in Figure 8. The indicated design satisfied constraint require-
ments (3) through (6) above. In Figure 8 it can be scen that this design
configuration satisfies the requirement of cylindrical symmetry discussed
previocusly. The design was also predicated on optimization of several ad-
ditional parameters associated with the scientific requirements discussed
in the previous section. These parameters include: (a) size, w, of the
entrance and exit slits (these are equal in the present application),

(b) the radius of slit curvature to match the lunar limb, (c¢) the grating
constant, d, (d) the spectrometer focal length, F, (e) the grating width,
W, (£) the f-number of the coronagraph, f. (in this case, £/35), and

(g) the spectral resolution, dA.

Since representation of the above number of pertinent factors into
appropriate analytical expressions suitable for parameter optimization
was not deemed practicable in the present applications, an alternate
philosophy was adopted in which specific parameters were isolated and
evaluated in terms of a number of possible alternative combinations.
This iterative technique produced progressively better design character-
istics until a final acceptable compromise design was achieved. It
will be shown that the final design demonstrates a capability which is
sufficient to achieve the specified scientific objectives, albeit not
necessarily optimized. This is to be expected in view of the fact that
reasonable compromises and trade-offs were applied to the design prob-
lem including such considerations as component cost and delivery (that
is, off-the-shelf availability), desirable PM tube and grating characteris-
tics, in addition to the ensemble of physical and optical constraints on
the system stated previously. It is clearly difficult to discuss in
detail the iterative design analysis described above, although the high-
lights of the procedure employed are briefly described below.
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First, it is appropriate to specify those paramcters which are rela-
tively defined due to the list of constraints cited. For example, in
coupling the spectrometer to the coronagraph, the pre-optics subsystem
must possess a nominal linear magnification of about one-third. Thus,
since the size of the lunar Coude image is fixed, this specification diec-
tates that the spectrometer entrance and exit slits have a radius of cur-
vature of 17.1 mm, which matches the configuration of the 4-inch lunar
limb image when focussed upon the entrance slit. It also turns out that
the simultaneous achievement of a resolution of about one Angstrom and
subtending a 35-km increment of lunar atmosphere (less than one scale
height) requires a slit width of about 0.33 mm for operation in the
second order. In addition, since the angular divergence of the corona-
graph beam is defined by its f{-number, the iterative analysis involving
selection of the remaining design parameters can now be performed. At
this point, constraint (7) was invoked wherein the optical throughput of
the spectrometer was not reduced significantly.

In accordance with Figure 8 and the requirement that the At¢-product
be conserved, it can be shown that

wc/fC = w/f 6)

where w. = the annular width at the Coudé focus (for this case, this
width subtends a 35-km altitude increment of the lunar atmosphere). This
expression involves a pre-optic system with a magnification, M = w/w,.
Furthermore, from Figure 8, it can be seen that

£ =t — )
where .. is defined in the figure. Combining these equations results in
e e ®)
. .
Differentiation of the well-known grating equation yiclds

d\ =

5 o

(cos & + cos B) % 9)

N

where d is the grating constant, n is the order of operation, and doa = dj3 =
dy = w/F (see Figure 8). Substitution of Equation (9) into Equation (8)
yields

w
q

o= 4 cos\z+cosL/c_i_ (10)

cos Q / fC Wg
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The basic relationships between both the spectral resclution of the system
and the grating parameters as well as the variety of paramecters associated
with proper coupling to the f/35 coronagraph 4-inch Coudé image are ex-
pressed in Equation (10). 1In this regard it is instructive to insert spe-
cific values into Equation (10). As will be demonstrated subsequently, a
grating suitably blazed in the visible spectral region with 1200 grooves
per mm which operates in the second order represents a realistic selec-
tion. Additionally, if a focal length of 1.5 meters is selected and con-
volved with a pre-optic system magnification of 1/3, it turns out that a
spectral resolution of better than one Angstrom can be easily achieved
with a grating width dimension of approximately 10 inches. Indeed, since
a grating having 1200 grooves per mm has an inherent resolving power much
greater than 1A, it may be argued that the grating is being employed in-
efficiently. However, the requirement for a grating of this rather large
size results from satisfying the constraints imposed by Equations (6)
through (10). Briefly, then, it is evident that this grating choice in-
volved a trade-off between the grating size and the minimum usable re-
solving power compatible with the overall system configuration in order

to achieve the objectives of the field program.

The above arguments involve another important parameter; namely, the
slit function and the associated system throughput. For the case involving
a Fastie-Ebert type configuration, geometric optic considerations show that
its slit function is generally trapezoidal wherein the lengths of the top
and base are cos o - cos B and cos o + cos B, respectively. It can be shown
that the maximum internal throughput is preserved when the total wavelength
increment, d\, is divided equally between contributions from the entrance
and exit slits respectively for any grating setting. In this case, cos ¢ =
cos - so that the resultant slit function is triangular. However, o and
2 vary individually with wavelength; this requires the use of variable slit
widths to preserve maximum internal throughput over the entire spectral re-
gion investigated. In order to avoid this instrumental complication, it
was decided to examine the throughput problem in terms of a compromise
design employing fixed slit widths. 1In this case for a given A, cos o #
cos - so that a trapezoidal slit function results since ,for a given slit
width, w, there is a corresponding loss in effective resolution. A
detailed analysis has been performed to define - and B-values which would
result in minimum throughput loss over the entire spectral range. For
the specified design,the predicted behavior was confirmed in the labora-
tory during the performance of required calibration measurements using a
number of light sources (these results are discussed later in the text
where they are illustrated in Figure 12).

With respect to the presently designed mirror configuration, theoretical

considerations indicate that the optimum focal length is 147 cm.
Having specified a 10-inch grating, the conventional Fuastie-Ebert type
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spectrometer design requires a single mirror with about a 24-inch diameter,
However, a survey of commercially available products indicated that this
size mirror would be too costly, require a long delivery time, be at least
4 inches thick, and have a weight in excess of 150 pounds. Finally, the
single large size mirror would represent an inefficient choice since only
about one-half of the total surfacc area would be utilized effectively.
Accordingly, it was decided to employ two mirrors, each 12 inches in di-
ameter with equivalent radii of curvature. 1In the fabrication, by
Diffraction Limited, the radii of curvature were matched to within *0.020
inch so that they could be installed with a common focus.

Finally, the choice of grating was predicated on both practical and
theoretical considerations. The detailed analysis and rationale employed
in this selection is not discussed herein, although a brief commentary on
the more salient factors are appropriate. For cexample, a large grating
results in maximum throughput but finite size limitations do exist on the
basis of commercial availability and cost. 1In addition, a geometric size
limit is also imposed by the constraint that for this design the entrance
and exit slits must be located beyond the extremities of the grating di-
mensions. Such additional factors as spectral resolution, viewing angle,
focal length, cost.,and availability were considered in the final sclec-
tion decision. Furthermore, theoretical considerations indicate that as
the width of the grating is increased, off-axis aberrations become in-
creasingly important in limiting spectral resolution. It can also be
demonstrated that since it is required to preserve the f-numbers,a fur-
ther increase in grating width would necessitate a concomitant increase
in focal length. To do otherwise, simply results in less efficient il-
lumination of the grating with a resultant sacrifice in system throughput.

In summary, the pertinent optical characteristics of the major com-
ponents of the pre-optic subsystem and Fastie-Ebert type spectromecter are
presented in Table 7 for ready reference.

Electronic System Design

The electronic system consists of the photon detection and spectral
scanning subsystems. These subsystems perform distinctly independent
functions and as such, are discussed separately bclow. Since the pho-
ton detection and spectral scanning subsystems are spectrometer components
they are included in block diagramatic form in Figure 9.

Photon Detection Subsystem. The design of the photon detection sub-
system were predicated on the following representative requirements:

(1) A representative system integration time of 10 seconds was es-
tablished in order to fix the performance requirements of the guidance
subsystem.

37




TABLE 7

SPECIFICATIONS OF OPTICAL PARAMETERS FOR SPECTROMETER

GRATING:

Blank
Ruled
Blaze
Blaze

Order

SLIT:

Radius of Curvature:

- Bausch and Lomb Plane Grating

Size:

Area:
Wavelength:
Angle:

of Operation:

Slit Width:

Separation of
Entrance and Exit

Slits

SPECTROMETER MIRRORS:

Focal Length:

Diameter:

OPTICAL FEED SYSTEM:

16.5 x 26.5 ¢cm

15.4 x 25.6 cm (1200 grooves/mm)
Ist order blaze at 1.354

., 0

54

2nd or 3rd order, depending on the spectral region

17.1 mm
0.33 mm

34 cm

147 ¢cm

12 inches

Linear Magnification: 1/3

Lens Parameters:

Focal Length Diameter Remarks
L1 122 cm 15.5 cm air spaced doublet
L2 33 cm 5.4 cm coated, corrected
objective lens
L3 33 cm 5.4 cm same as above
Lens Spacing:
L1 to LZ: 137 cm (mean)
L, to L3: 40 cm effective optical path (mean)
Prisms: Right angle, internal reflecting
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(2) The experimental measurements will be performed under background-
limited conditions wherein the estimated background level is on the order
of several kiloRayleigh 21 as shown in Figure 4 and discussed in greater
detail in the following scction.

(3) A system spectral resolution of about one Angstrom is desirable.

The photon detection subsystem employed a thermoelectrically cooled
(to -20°C with a Products of Research, Inc. housing) EMI 9558-QA PM tube
whose response was coupled to a Baird pulse height analyzer (Model No.
530A, Series II). The latter included a suitable PM tube high voltage
supply, counting circuits, timing circuits, and a counting discriminator.
The unit was capable of counting the output pulses of the PM tube within
a preset time interval. These data were then presented in digital form
using a Baird Model 620-2 printer. The pulse height analyzer included a
discriminator circuit which was capable of rejecting signal pulses which
were less than a predetermined amplitude level. By proper calibration,
a level could be established whereby the dynode thermal electron pulses
could be selectively rejected so that the recorded counting rates are
due only to the cathode emission of thermal and signal photoelectrons.
This capability was applied to the problem of tube selection in the fol-
lowing manner. First, an appropriate discriminator level setting was es-
tablished by operating a given PM tube in a completely dark environment.
Observations of the counting rate versus the pulse height discriminator
level were plotted; the resultant datawere then employed to isolate the
contribution from cathode thermal electrons. After obtaining similar
data for a number of tubes, the lowest background count and highest quan-
tum efficiency criteria were employed in the selection of the specific
EMI 9558-QA.

A representative plot of the dark current integral counting rate as
a function of discriminator level is presented in Figure 10 for the se-
lected photomultiplier tube operating at -20°C. It should be noted that
a significant slope variation is present at a discriminator level of
about 7. Thus, operation at a slightly higher discriminator level re-
sults in dark current counting rates which are still less than ten per
second along with minimum sacrifice of signal counting rate.

Spectral Scanning System. In the previous spectrometer system design

discussion, spectral scanning was achieved by grating rotation through an
angle ¢ (sce Figure 8). Since in this system « =6 - yand =0 + 7,
a direct proportionality exists between the exit slit wavelength, X, and
sin @&, which prompted the use of a sine drive mechanism for spectral cal-
ibration, readout ,and scanning. In addition, a suitable electronic sine
drive circuit was designed to provide field operation flexibility as dis-
cussed below,

The precision screw employed in the sine drive was custom fabricated
by the D. W. Mann Co. It should be noted that the grdting drive repeat-
ability exceeded f0.0SX, which represents about an order-of-magnitude
better performance than required for the purposes of the experiment.
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The sine drive mechanism was activated and programmed by means of
the rather inveolved electronic circuit which is shown schematically in
Figure 11. The circuit was coupled to a special stepper motor to allow
control of the grating drive by two independent switches., The first
switch, designed for manual control, has three positions; the first two
position increases or decreases the wavelength through the stepper motor,
while the third position locks the grating in any particular location.
The second switch is intended for automatic operation in four modes,
the first of which involves grating position control where the scanning
rate is proportional to a manually-determined knob pot setting. In the
second mode, the stepper motor operates at one step per second, corre-
sponding to a minimum scan rate of 1A per 24 seconds in the first order
(clearly, a proportionately-reduced rate pertains at the higher orders).
In the third mode, the grating is operated by a position switch which al-
lows for a change in one position (1/242 in the first order) on demand.
The final operational mode permits rotation of the grating through a pre-
set number of steps between 1 and 256 so that a careful scan through sus-
pected line positions can be achieved automatically.

In practice, the final sine drive alignment was achieved by perform-
ing laboratory runs in which known discrete emission light sources were
employed in the appropriate spectral orders. Sine drive counter re¢adings
were recorded simultaneously at the corresponding known spectral positions
as observed at the exit slit. This spectral calibration technique involves
an iterative procedure from which satisfactory sine drive alignment can be
deduced when a straight line relationship exists between the counter read-
ing and the exit slit wavelength.

Before shipment to Sacramento Peak, the over-alloptical-electronic
system configuration was checked in the laboratory in order to evaluate
its capability under as closely simulated field conditions as possible.
Specifically, the parametric values employed were those listed in Table 7
since these were predicated on actual field requirements. A number of
light sources were employed in various orders to check the performance
throughout the visible wavelength region of interest. In Figure 12 data
are shown on the performance achieved with a Na D lamp. Similar data
were observed for several other cases; namely, Ca, Ca”, Hg, and Ne. On
the basis of these results, it was established that (1) the photon de-
tection subsystem was operating properly, (2) the sine drive alignment
and electronic scan mechanism functioned according to expectations, and
(3) theover-all GCAoptical-electronic system performed as required under
simulated conditions so that one could confidently couple the instrument
to the Sacramento Peak coronagraph and expect suitable experimental per-
formance from the complete configuration.

The second order spectrum shown in Figure 12 was obtained using slit
widths which measured 0.33 mm. It can be seen that the observed effective
resolution (corresponding to the line half-width) is about 28 which, though
less than optimum, adequately fulfills the requirements of the experiment
as described previously. Additionally, the above capability will be ap-
plied subsequently in the following section with respect to fiecld data
analysis.
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Having completed the above checkout phase, the optical-electronic
system was disassembled for shipment to Sacramento Peak. However, prior
to disassembly, it was decided Lo take appropriate measures to facilitace
field reassembly of the instrument. For example, several of the instrumental
settings and configurations established by complex and tedious trial-and-
error procedures were maintained by locking, marking, recording, etc. where
appropriate. As a result, a number of subsystems evolved which contained
several related components; these were generally packaged for shipping
as individual units. For example, the two 12-inch spherical mirrors were
attached to the back plate of the spectrometer and this ensemble was con-
sidered as a packaging unit for shipment. As such, proper focus adjust-
ment, center commonality, and entrance-exit slit alignment, derived in
the laboratory could thus be maintained during the shipment and reassembly
phases of the program. Additicnally, the calibrated sinc drive screw was
locked into that unique position at which the line of the grating rotation
angle is linearly proportional to the rotation of the drive screw and hence
the counter number. Finally, the photon detection subsystem was treated
as a single unit to avoid the complex reassembly procedure for this component.
After disassembly of the complete instrument, the component and subsystem
elements such as described above were packaged and shipped to Sacramento
Peak on 5 November 1966. The material arrived in workable condition on
7 November 1966 at which time the reassembly procedure was initiated.

44



IV. FIELD MEASUREMENT PROGRAM

The complete GCA system was reassembled at Sacramento Peak without
notable difficulty owing largely to the precautionary packaging proce-
dures discussed in the previous scction. Omitting the reassembly details
herein, it can be stated that the instrumentation system performance was
essentially equivalent to that achieved in the laboratory so that the
descriptive performance data of Figure 12 and Table 7 are applicable and
representative of the field performance. Prior to the actual data acqui-
sition phase of the program. a numbcer of necessary preliminary tasks
were performed as discussed below in the following order:

(1) Coupling of the GCA System to the Sacramento Peak coronagraph
(2) Guidance Procedure and Capability

(3) TFiecld Program Operational Schedule

(4) Experimental Procedure for Data Acquisition

Coupling of the GCA System to the Sacramento Peak Coronagraph

The first major task involved coupling of the complex GCA instru-
mentation system to the Sacramento Peak coronagraph as shown in Figure 5.
In this regard, it was necessary to first achieve good optical alignment
for a given spectrometer — coronagraph configuration and to then main-
tain alignment for all other rotating and variable lunar image size situ-
ations as required. These critical alignment requirements were satisfied
by the tedious iterative application of the number of successive adjust-
ments described below.

First, the base screws of the spectrometer were adjusted to insure
thatlthe centers of the optical axis of the spectrometer and the 4-inch
Coude lunar image were aligned precisely along a common line-of-sight.
The preoptics system was then employed (as discussed in the previous
section) to properly focus the Coude image onto the entrance slit so
that its radius of curvature exactly matched the fixed jaw radius of
curvature of 1.7 cm at proper magnification. This initial preoptic mag-
nification-focussing procedure was facilitated by utilizing the previ-
ously marked adjustment positions established in the laboratory under
simulated conditions prior to shipment. Spectrometer-coronagraph optical
alignment was accomplished by projecting an extyemely narrow pencil of
light (located at the center of the 4-inch Coude image) along the center
ray path as indicated in the preoptic configuration of Figure 7. At the
L, position, a plane front surface mirror was located perpendicular to
tﬁe optical axis of the spectrometer to reflect the pencil ray precisely
back upon itself when the 45-degree mirror was positioned properly.
Although this procedure guaranteed spectrometer~-coronagraph alignment
for a specific configuration, preservation of this alignment for the
variable lunar diameter and/or the rotating lunar image involved further
adjustments as described below. In this regard, it should be noted that
many alignment procedure features are common with those involving system
guidance so that a somewhat detailed discussion is appropriate herein.




The primary alignment requirement is the ability to establish,
maintain, and periodically verify satisfactory Coude lunar image-spec-
trometer slit configuration. With regard to the guidance and alignment
mask shown in Figure 13, the,4-inch diameter heavy-lined circular por-
tion (designated as the Coude image SiZC/Of the lunar limb) is repre-
sentative of the actual coronagraph Coude lunar image size which obtained
during the final two weeks of November 1966. The concentric circles on
either side of the heavy-lined circle represent 100 km lunar altitude
increments. The mask was fabricated of an opaque material so that when
placed at the focal plane of the coronagraph, the lunar image could only
be observed through the cutout portion which was fitted with a thin
translucent material. For the purpose of achieving optimum alignment,
the entrance slit image was projected onto the Coud¢ lunar limb image so
that the configuration shown in Figure 14 could be established by em-
ploying the following procedure. A high intensity light source was
positioned (in the spectrometer) a short distance bchind the entrance
slit in order to project and superpose the real image of the entrance
slit back onto the Coude lunar image as viewed on the mask at the
focal plane of the coronagraph. If the desired configuration did not
prevail. several minor adjustments could be employed. For example, the
images of the radii of curvatures of the lunar limb and the projected
slit could be made coincidental by rolling the entire spectrometer,
forward or backward as required, to obtain proper magnification. The
resultant magnification variation would then necessitate compensating
adjustments to L, to recover sharp focus at the new operating magnifi-
cation. 1In practice, these several operations were repeated iteratively
to achieve the configuration illustrated in Figure 14. Using the above
procedure, satisfactory alignment, focus, and magnification were main-
tained for a variable lunar diameter. Once this tedious phasc was com-
pleted, it was found that allowance for lunar image rotation presented
no serious difficulties since the spectrometer was designed to rotate
about its optical axis, and as such, the slit image rotated concentric-
ally with the lunar image. In practice, the required spectrometer ro-
tation was performed manually since the relatively low lunar rotation
rate was conducive to such an operation.

Guidance Procedure and Capability

The alignment, magnification,and focussing effort discussed above
can be envisioned as the preparatory procedure for guidance operation.
For example, once the configuration shown in Figure 14 is achieved, the
disk can be occulted for the data acquisition configuration shown in
Figure 15. At this point in the procedure, the primary guidance func-
tion is to maintain the operating configuration for a statistically
significant time period. The guidance procedure developed and success-
fully employed in the data acquisition procedure is described below.

Intrinsic to the Sacramento Peak facility was the capability of
semi-automatic tracking of the sun over prolonged time periods. Direct
application of this capability to the present lunar tracking require-
ment indicated that small corrections were required to the existing
right ascension and declination rates. Since the right ascension drift
occurred parallel to the slit center,it represented the more sensitive
and critical adjustment. However, since this drift was relatively
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Figure 13. General features of the guidance and alipnment mask,
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Figure 14. Alignment and guidance mask configuration for focus,
magnification and alignment procedure.
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moderate, employment of the standard solar rate resulted in a relative
drift which amounted to only a 100 km increment (at the moon) in a time
period of about 100 seconds. Fortunately, the relative declination drift
was cven less; additionally, since it occurred in a line perpendicular

to the slit center, appropriate corrections were applied more easily.

In order to apply the required corrections, an appropriate elec-
tronic device was designed which adjusted the right ascension and/or
declination rate of the existing coronagraph servo motors; the degree
of adjustment desired was regulated by means of two corresponding
Vernier scales. 1In practice, first the appropriate right ascension
rate correction was applied; thereafter it became a straightforward
task to correct for the error in declination.

In the field, the over-all guidance procedure could not be tested
adequate}y except for those few evenings when weather conditions allowed
the Coude lunar image to be observed. However, in spite of this con-
straint. the guidance procedure employed in the data acquisition phase
allowed three to six successive 15-second increment measurements (total
observation time of 45 to 90 sec) to be performed before a significant
drift was observed. This capability was sufficient for the successful
performance of the experimental field program described in Section V.

Field Program Operational Schedule

As noted in Section II, the planned performance of the field experi-
ment was scheduled for the month of November 1966. Figure 16 represents
a composite data map which identified the various lunar observation re-
strictions from the Sacramento Peak facility during the month. First,
field measurements could only be performed after astronomical twilight
(i.e., the solar depression angle exceeds 18 degrees) which is identi-
fied in Figure 16 by the double crosshatched regions. Additionally,
the solar coronagraph is operational for declination angles between
+ 24°; the effect of this restriction is illustrated by the single
crosshatched lines of Figure 16. Finally, the opposite sense single-
hatched regions indicate those periods during which the moon was lo-
cated below the horizon. It is evident from the figure that field
measurements could be performed only in those regions where no cross-
hatched lines of any kind appear; on this basis the available opera-
tional dates include 18-26 November 1966, inclusively. Note also that
in Figure 16 the plot of lunar elevation angle at meridian passage
versus individual dates makes 1t evident that more optimum viewing
conditions (i.e., higher lunar elevation angles) prevailed for longer
time intervals toward the latter part of the indicated available obser-
vation period. However, in the final analysis, the experimental capa-
bility was limited by theover-all seeing conditions that prevailed
during a given evening as discussed in Section II. In this regard, for
any given evening it was, of course, not possible to predict the pres-
ence of suitable seeing conditions during some portion of the indicated
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observation hours (see Figure 16). Accordingly, each evening between
18 and 26 November 1966, a preparatory procedure described below was
followed so that the equipment would be on a ready-to-go standby
basis.

Four hours prior to astronomical twilight the PM tube was cooled
so that by the time observations could be performed, steady-state con-
ditions would prevail. Histogram analyses were performed to establish
representative PM tube voltage discriminator levels and to additionally
check the entire photon counting electronic device. Parallel to this
operation, an optical alignment check was performed in accordance with
previous discussions. Additionally. whenever a lunar i1mage was avail-
able. the guidance procedure was performed for familiarization purposes
and to establish representative Vernier settings for that evening.

Each evening the wavelength calibration settings were rechecked by em-
ploying appropriate light sources. In general, this over-all procedure
was repeated continually so that the equipment would remain on a ready-
to~go standby basis. These procedures were refined for data acquisi-
tion on 26 November 1966 as described in the next section.

In practice.it turned out that the prevailing synoptic weather
conditions during the period 18-26 November 1966, as shown in Table 8,
presented the major restriction on the operation of the field program.
The data pertain to Albuquerque for 2300 MST; however, they are gener-
ally representative of the evening weather conditions prevalent at
Sacramento Peak for the dates cited. It can be seen that suitable
weather conditions prevailed for three evenings; namely, 19, 21, and
26 November. Poor seeing conditions prevailed for 19 Novewber, and only
marginal seeing conditions prevailed during the evening of 21 November.
During the latter evening, a full field operational program procedure
was employed; unfortunately, only qualitative data were obtained.
However, this opportunity to apply the full operational procedure served
to further refine the final data acquisition procedure which was employed
throughout the evening of 26 November 1966.

Definition of Experimental Parameters and Procedure
for Data Acquisition

Definition of Experimental Parameters. The experimental procedure
adopted for the data acquisition phase of the program was predicated on
a preliminary analysis to identify the pertinent parameters to be mea-
sured. In the final analysis, the raw data consist of total counts
registered on the Baird 620-2 Countecr. It will be shown [sce Equations
(11) and (28)] that in order to interpret the field data in terms of
specific species content in the lunar atmosphere, the following total
count measurements, Tj(A,h,t;), must be performed:

Tl(kr,h,tl) = the total counts measured for the experimental configuration



TABLE 8

X
WEATHER DATA FOR ALBUQUERQUE, N.M. PREVIOUSLY AT 2300 MST’

Cloudiness Visibility
Nov. Date (In 8ths) Cloud Type (Miles)
11/14/66 0 None ' > 10
11/15/66 0 None > 10
| 11/16/66 0 None > 10
11/17/66 7 Cirrus > 10
11/18/66 2 Cirrus > 10
11/19/66 0 None > 10
11/20/66 6 Cirrus > 10
11/21/66 0 None > 10
| 11/22/66 8 Altocumulus > 10
| 11/23/66 8 Altostratus > 10
11/24/66 7 Stratocumulus, > 10
Altocumulus,
Cirrus
11/25/66 8 Altocumulus > 10
11/26/66 0 None > 10
11/27/66 0 None > 10
11/28/66 1 Cirrus > 10
11/29/66 0 None > 10
11/30/66 0 None > 10

*
Data taken from Daily Weather Map published by The Environmental
Science Services Administration of the U.S. Department of Commerce.
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face brightness data counts.
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s

where

(a)

(b)

(c)

the spectrometer slit is centered precisely at the species reso-
nance wavelength, .,
the observation is performed above the lunar limb with the disec
overocculted by 100 km and with the fixed slit jaw set at a po-
sition corresponding to "h'" kilomecters above the lunar limb
(see Figure 15 where h = 200 km)

the time required to obtain the total count measured for this
configuration is t;.

the total counts measured for the experimental configuration

#

where:
(a) = AL
(b) the observation is performed below the lunar limb with the oc-
culting disc removed and with the fixed slit jaw set at a posi-
tion corresponding to "h'" kilometers below the lunar limb. For
the sake of uniformity, all of the Tz(kr,h,tz) measurements re-
ported herein were performed with an h-value of -200 km (see
Figure 17 where h = 200 km)
(c) t =t,
T3(lb,h,t3) = the total counts measured for the experimental configuration
where:
(a) the spectrometer slit is centered at the background wavelength,
A, (which, for all cases, was +5.08 removed from Ar)s
(b) the observation is performed in a manner identical to that de-
scribed for measuring T; employing matching h-values,
t =
(¢) ty
Ta(kb,h,t4) = the total counts measured for the experimental configuration
where;
(a) .= Kb
(b) the observation is performed in a manner identical to that de-
scribed for measuring T,.
t =
(c) t4
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TS(tS) = the total measured counts due to thermal electrons integrated
over a time, t5

For each individual species investigated, the set of five total
count measurements defined above was obtained. Additionally, for each
species it was desirable to perform the Tl()r,h,tl)— and T3(\,,h,t3)-
measurements at more than one h-value. 1t positive experimental results
were obtained, these additional data would yield information on the dis-
tribution of the species in the lunar atmosphere whereas if negative re-
sults were obtained, these additional data would serve as a further check
on the procedure cmployed.” In the present field program, the T; and Tj
measurements were performed at h-values of 200 and 100 km for cach species.

Thus, in accordance with the above discussion, each species deter-
mination required a set consisting of seven individual total count measure-
ments.

Procedure for Data Acquisition. The instrumentation system was in a
standby status at 1900 hours on the evening of 26 November 1966 when ac-
ceptable secing conditions prevailed so that experimental data werc ob-
tained for three species: Na, Ca, and cat. 1t was convenient to perform
the required total count measurements for each species in the following
order: Ty, Tyr, T3, T4. For a given species investigation, a representa-
tive Tg value was obtained by integrating the counts measured in several
individual determinations performed at convenient intervals.

In the acquisition of the field data, extensive efforts were made to
employ uniform procedures for each species determination. As such, the
detailed procedural discussion which follows applies equally to all three
species determinations. The following general exRerimental procedure was
employed in the performance of the Na, Ca, and Ca’ measurements reported
herein. Since a steady-state condition prevailed for the PM tube, addi-
tional histogram analyses were performed to establish final representative
discriminator levels and PM tube voltages. The discriminator level was
adjusted to a thermal electron count rate of about one count per second
to obtain a nominal uniform operational level. Under these conditioms,
the observation room light level was sufficiently low so that it did not
constitute a significant source of interference. Additionally, on the
basis of the guidance capability achieved, the total count measurements
could be acquired in time sets of 15-second increments. In this manner,
it was possible to verify the guidance configuration before and after
each 15-second increment and also reject any increment set which was found
to be contaminated by environmental variations beyond experimental control.

The entrance and exit slit widths were set at 0.33 mm. Then, a stan-
dard Na or Ca lamp was placed at the Coudé image plane in order to obtain
an effective slit function and to locate and record the Veeder-Root counter
value for \_. This function was performed in the manner described in Sec-
tion I1I for the specific case of Na (see Figure 12). At this point, the
spectrometer-coronagraph optical alignment was re-established and the
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a'lignment and guidance mask (appropriate for the 26 November 1966 lunar
image size; see Figure 13) was placed at the Coudé image focal plane.

The high intensity light source behind the entrance slit was employed (in
the manner previously described) to obtain the slit image-lunar image con-
figuration shown in Figure 14. Minor adjustments were then made to the
pre-established guidance Vernier settings on a trial-and-error basis until
a final acceptable capability was established which permitted the desired
slit image-lunar image configuration to be sustained for a period of min-
utes without noticeable drift. At this point, the occulting disc was po-
sitioned in accordance with the configuration shown in Figure 15 so that
the lunar 1limb was overocculted by 100 km. This precaution minimized in-
strumental scatter and additionally insured that a small guidance drift
would not result in lunar disc radiation spillage into the detector line-of
sight which would contaminate the data. Now, the projected entrance slit
image was positioned so that its fixed jaw corresponded to an altitude

200 km above the lunar limb while the adjustable jaw position corresponded
to an altitude of about 235 km above the lunar limb since a slit width of
0.33 mm was employed (see Figure 15). The high intensity lamp behind the
entrance slit was extinguished and moved out of position. At this point,
the standard observation coronagraph lens was replaced by the freshly-
cleaned 16-inch low-scatter observation coronagraph lens which was ob-
served to produce a significant reduction in instrumental scatter. The
prevalent configuration was employed to perform the T} measurements at al-
titudes of 200 and 100 km by appropriately varying the slit jaw position.

During the data acquisition procedure, a trained observer with a dark-
adapted eye was employed to view into the coronagraph (with an eyepiece) at
a point just beyond the edge of the occulting disc. In this manner, opti-
mum sky conditions could be selected for data acquisition. When suitable
sky and proper guidance conditions prevailed, data acquisition commenced
in the form of total counts obtained during consecutive 15-second incre-
ments. The total measuring time achieved during any specific total count
observation was dependent on the results of intermittent guidance checks.
In general, the conditions that prevailed permitted three to six consecu-
tive 15-second observation periods to be accumulated (i.e., 45 to 90 sec-
onds total observation time) for the total count observations defined
previously.

After performing the T, measurements at altitudes of 100 and 200 km,
the T; measurements were performed as follows. The occulting disc was re-
moved and the entrance slit was back-illuminated to achieve the required
slit image-lunar image configuration wherein the fixed slit jaw was now
positioned 200 km below the lunar limb as shown in Figure 17. 1In general,
precise guidance was not required for performing these lunar surface mea-
surements. However, when necessary, small adjustments were made to the
vernier settings as required. At this point,the T, measurcments were per-
formed using similar 15-second increments as in the case of the T) obscr-
vations. An additional precautionary measurement was performed as follows.
First, while the slit image-lunar image configuration was sustained, the
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occulting disc¢ was placed in the position whereby it overocculted the
lunar limb by 100 km. Data counts were obtained whereby the spectrometer
slit now viewed the back of the occulting disc. 1In all cases, the resul-
tant signal amounted to about one count per second which was essentially
that observed for the thermal electron count. This particular measure-~
ment was included in the performance of all Tp and T, data acquisition
runs.

The entire procedure described above is directly applicable to the
similar cases of T3 and T, except that the spectrometer spectral setting
is positioned at the background wavelength, X,. The Spec1f1c A\p-values
emploved were 5885,08, 4231.8R,and 3938.78 for Na, Ca, and Ca', respectively.

The application of the above-outlined procedure to the acquisition of
the Na, Ca, and Cat data resulted in the various total count observations
presented in Tables 9, 10, and 11, respectively.

The data analysis to be described in Section V involves Cj (\,h)-
values defined as

1T.(.\,h,t.) T.(t.)
1 1 5 5 l (11)
ts |

Ci(l,h) = £

so that Cy(),h) represents the experimental value for the counts per sec-
ond as evaluated from the appropriate T; (\,h,t; ;) and T5(ts) measurements

as indicated in Tables 9, 10, and 11. Thus, the experimental configura-

tion employed to obtain a speCLfic Ci (X, h)- value is derived from the de-

scription applicable to the corresponding T; (A, h,t;) measurement.

The observed experimental data summarized in Tables 9, 10, and 11
were employed to evaluate the corresponding C; (x,h)-values for the con-
stituents Na, Ca, and Cat. These values, presented in Tables 12, 13,
and 14, respectively, are utilized in the data analysis and interpretation
discussions in the following section.
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TABLE 9

MEASURED Ti(l,h,ti)- AND'YB(ti)-VALUES FOR SODIUM

Experimental

Parameter

Measured

‘ Parameter Specification Total Counts
| T, Q) T, (5890.0%,200 kn,90 sec) 238
T,(5890.0K,100 km,90 sec) 227
T,(A_h,t,) T,(5890.0K,-200 km,45 sec) 311,257
T,(3 b, t) T3(5885.02,2oo km, 60 sec) 175
T3(5885.OX,100 km,60 sec) 169
T,(A-hst,) T4(5885.OX,-200 km,45 sec) 426,749
1
Ts(ts) T5(135 sec) 55
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TABLE 10

MEASURED Ti(l,h,ti)- AND T%(ts)-VALUES FOR CALCIUM

Experimental Parameter Measured

Parameter Specification Total Counts

T, (A b, ) Tl(azze.sﬁ,zoo km, 60 sec) 144
Tl(azzs.sﬁ,loo km,45 sec) 106

T,(A_h,t,) T2(4226.SX,-200 km,45 sec) 393,751

T, (A hoty) T3(4231.88,2oo km, 45 sec) 164
r3(4231.82,1oo km, 45 sec) 168

T, (O hety) T4(423l.8x,-200 km, 45 sec) 846,221

T, (t) T, (120 sec) 135
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TABLE 11

MEASURED Ti(l,h,ti)-AND TS(tS)-VALUES FOR CALCIUM IONS

Experimental Parameter Measured
Parameter Specification Total Counts
\
\
T, (A_,h,t) T1(3933.7R,zoo km,45 sec) 93
T1(3933.7R,100 km, 60 sec) 122
T,(A_,h,t,) T2(3933.7R,-2oo km,45 sec) 287,202
(0 h,t,) T3(3938.7X,2oo km,45 sec) 169
T3(3938.7X,1oo km, 45 sec) 176
T, (sh,t,) T4(3938.7X,-200 km,45 sec) 860,027
TS(tS) T5(120 sec) 131
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DERIVED Ci(k,h)—VALUES FOR SODIUM

TABLE 12

Experimental Parameter Derived Values of

Parameter Specification Counts/Sec
c (A, c1(589o.08,2oo km) 1.49
c1(589o.02,100 km) 1.37

*
C,(A_,h) 02(5890.08,-200 km) 6.92(3)
C3(0 1) c3(5855.oﬁ,zoo km) 1.77
03(5855.08,100 km) 1.67
C, (051 04(5855.02,-200 km) 9.48(3)

*
The number in parentheses indicates the power of ten.
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TABLE 13

DERIVED Ci(k,h)-VALUES FOR CALCIUM

Experimental Parameter Derived Values of
Parameter Specification Counts/Sec
(A1) cl(azze.sx,zoo km) 1.27
cl(azzs.sﬁ,loo km) 1.23
*«
C,(A_,h) cz(azze.sx,-zoo km) 8.75(3)
c3(xb,§) c3(4231.sﬁ,2oo km) 2.51
03(4231.88,100 km) 2. 60
C, (A, »h) 04(4231.82,-200 km) 18.8(3)

*
The number in parentheses indicates the power of ten.
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TABLE 14

DERIVED Ci(l,h)-VALUES FOR CALCIUM IONS

Experimental Parameter Derived Values of
Parameter Specification Counts/Sec
c (A1) c1(3933.78,2oo km) 0.98
01(3933.72,100 km) 0.94
x
C,(2_,h) c2<3933.78,-zoo km) | 6.38(3)
C4(2y - 1) c3(3938.72,zoo km) 2.67
C3(3938.7R,100 km) 2.82
C, (3. 1) C4(3938.7R,-200 km) 19.1(3)

*
The number in parentheses indicates the power of ten.
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V. DATA ANALYSIS AND INTERPRETATION

The analysis and interpretation of the experimental results presented
in Tables 12, 13, and 14 involves an equation of the general form:

NOsh) = [XC,B)] YO (12)

where

N(xr,h) = the experimentally determined cmz-column count of a given
species with a resonance signature radiation wavelength,
Ap. Additionally, the observation is performed along a
line-of-sight which is tangent to the lunar altitude, h™.

€L ,h) Ca(h,h)

[X(n_,h)] = - ¢ where the C, (A\,h)-values are de-
r ch(xr,h) C, (3,0 i
fined by Equation (11).
Y(kr) = a product of various parameters which are not determined

experimentally.

Thus, the form of Equation (12) allows the discussion of the N()\,,h) de-
termination in terms of two major components: [X()\,,h)] determined on the
basis of experimental measurements, and Y(),.) which is derived from other
sources. On the basis of a subsequent experimental error analysis, it is
concluded that the random error component is a significant factor in the
present data analysis problem. The magnitude of the random error compo-
nent can be evaluated by first assuming that the photoelectron distribu-
tion is Poisson so that o[X(A ,h)] can be interpreted in terms of the stan-
dard deviation which is evaluated by the straightforward application of
measurement statistics. On this basis, interpretation of the experimental
results involves the more general equation

NGh) = (X0 ¢ O[X(xr,h)}> YO (13)

The data interpretation which is predicated upon the above equation yields
meaningful, upper limit [N(XA,,h)]-values for the three investigated lunar
constituents. In the following discussion, the individual parameters

“This interpretation of Equation (12) assumes implicitly that the resonance
scattering material is optically thin and that the resultant flux is iso-
tropic. For the cases involved (Na, Ca, and Ccat), the latter assumption is

not strictly true. However, the departures from isotropicity [49,65] can

be shown to be negligibly small compared to the random and systematic er-

rors involved in the present measurements.
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involved in the Y(»,) function are identified and evaluated from available
data. The magnitude of the random error component, o[X(Ar,h)], associated
with the several measured X()\,,h)-values is then evaluated. Finally, the
experimental results are interpreted using Equation (13) to decrive upper
limit N(i,,h)-values.

The individual count rate C;('y,h)-values of Tables 12, 13, and 14
can be defined by the following general equations:

pN
‘ 2 .
c,(0,,h) = KA, quh(xr) + J/ 3 Oh) s () d)\} (14)
A
1
»
Cy (A,h) = K(RA j/ 3, (\sh) s, (A ) dx (15)
Kl
"
C4 (3 ,h) = ROVA J} 2,00,0) s, (3) dA (16)
h3 »
"
€y Oyoh) = KOO |6, 0p,h) 5, 0p) ax . (17)
A
3

where:

K()\)AS = an overall instrumentation efficiency factor wherein the
K(2)-value involves a number of parameters, several of
which are variable with wavelength, and the Ag-value
which is equivalent to the projected area subtended at
the lunar surface by the spectrometer entrance slit
(i.e., in the present case a slit width of 0.3 mm sub-
tended about 35 km at the moon). The assumption of a
constant Ag-value herein is valid since a homogeneous
radiation field was observed throughout the subtended
area during full moon conditions. Although the K(A)A,-
values are not involved in the data analysis, it is of
interest to note here that the following values have
been calculated from Equation (17):
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9, photons cm-z sec;#>

6.6 x 10

[K(A)AS]-I (5885.08)

counts sec

-2 |
(KA ! (4231.88) = 8.8 x 10° [ Rhotons em _ sec )
counts sec

8 / photons cm-2 sec—l>

koA 17! (3938.78) = 7.9 x 10
S

counts sec

Jh(Ar) = the signal emission rate (photons/cmz-column-sec) due to the
solar-illuminated lunar species resonance radiation, Ape
él(kr,h) = the equivalent spectral emission rate (photons/cmz-sec-g)
from background scattering in the spectral interval between
A1 to Xy and centered at A..
cz(lr,h) = the equivalent spectral emission rate (photons/cm?—sec-x)

from lunar surface radiation in the spectral region centered
at A.. It should be noted that the designation of a constant
value for this parameter is justified under full moon condi-
tions. Under other conditions, an appropriate area integral
would be required since ¢, (A.,h) would be variable over the
illuminated region.

&B(Rb,h) = the equivalent spectral emission rate (photons/cmz-sec-X)
from background scattering in the spectral interval between
A3 to ), and centered at M.

Ja(Rb,h) = the equivalent spectral emission rate (photons/cmz-sec-X)
from lunar surface radiation in the wavelength interval cen-
tered at M.
si(k = the triangular slit function with: (1) a base width of (2, -
A1) centered at ). or (2) a base width of (34 - A3) centered
at N,. In the present investigation, this function was de-
termined experimentally as discussed subsequently in greater
detail,.

r,b)

The integral terms of Equations (14) through (17) are required since
the solar flux exhibits significant variations over the system spectral
bandpasses. Additionally, in Equation (15), an additive term involving
the resonance signal flux has not been included since its contribution
can be considered negligible compared to the lunar surface emission rate.
Finally, in the above treatment, it is assumed that the K(A)-value has not
varied appreciably during the time required to perform the set of total
count measurements involved in a single species determination.
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In the following analytic treatment, it is convenient to form the
ratios of Equations (14) to (15) and Equations (16) to (17) which result
in the following expressions:

"2 )
LQh(lr) + kj ¢, (,h) s () de
c (A ,h) ) N a5
¢, (A_,h) ﬁ?
L/ 1 O,h) s () d)
M
and
Y
J[‘ 50,0 5, (L) d
C,(A,h) 2 19)

R
(o) Ny

0, (y,h) s, () dx

A3

It should be noted that the experimentally determined C,/C, -value is equiv-
alent to the S-value employed in Figure 3 to evaluate the role of seeing
conditions in the field experiments.” 1In the following analysis, it is
assumed that performance of the measurement set for a given species was
accomplished without significant variation of instrumental parameters or
seeing conditions; therefore,it follows that:

A

2
L/\ ¢, 0,0 s () da
G300 209
€ Opo)
JP ty (,h) 5. () dx
M

"In accordance with the results of Tables 12, 13, and 14 for the evening
of 26 November 1966,the following S-values prevailed at Sacramento Peak:
$(5885.08) 1.8 x 1074, $(4231.78) 1.4 x 10~% and S(3938.78) 1.5 x 107%.
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Substitution of Equation (20) into Equation (18) yields

A)

€ 0L Gy R WO

', ¢ (Ab h)J

(21)

2(.\r,h) s, (A) d)

)
1

The left-hand side of Equation (21) represents the [X(A.,h)]-function of
Equation (12) whereas the right-hand side includes the N(A.,h)-and Y(A.)-
functions. The numerator of the above expression can be expanded in the
following manner

3 () = PNQA,h) = 2 F_(A) N(A_,h) (22)

where Fg(\.) represents the solar flux value pertinent to the specific
wavelength Ay s the other parameters have been defined previously (see
Table 2 for the appropriate P- and Q-values). Rewriting Equation (21)
using the above expression yields

X
1 G R

N(‘\r,h) = Lg - EZJ \W/) ¢2 ()\r,h) Si()\r) dx . 23)

] r 2

1

The integral on the right-hand side of Equation (23) can be evaluated
analytically as follows. The equivalent spectral lunar emission rate,
Iy (A ,h),is geometrically related to the lunar spectral illumination at
the top of the earth's atmosphere, F,(}) [photons/cm -sec-X], by

2
Ly v
4" F_ ()

@, (A,h) = — @4)
m
where
Am = the projected area of the lunar disec
D = the earth-moon distance.

Additionally, the lunar spectral illumination is related to the solar
spectral illumination by

F_() = o) F () 25)
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where

¢(X) = a parameter involving the lunar reflectivity which exhibits
a relatively moderate variation with wavelength. As such,
it has been assumed to be constant over the narrow 5K spec-
tral separation between [(}4 - A3) and (> - x1)] involved
in a single species determination.

It is now convenient to define a solar flux function, f();), as the ratio
of the solar spectral illumination value at the wavelength )\j, FS(Ai), to
the value at the specific resonance wavelength X, Fg(i.):

Fs(li) = F_(A,) f(xi) . (26)

Substitution of Equations (24) and (26) into Equation (23) yields the fol-
lowing expression:

| 4702 Qgi)]

"
, () s, (M) dr . (27)
LG AJ Am o xl i itr

The integral in the above equation can be calculated numerically by con-
volving the published values of f(2;) [44] with the experimentally mea-
sured slit function shown in Figure 12. Designating this calculated value
by the symbol, A)., the final expression may be written as:

k 2
[Cl(Kr,h) C3(xb,h)1 41D p(0\) M
NQ\_,h) =

r: _
1S, G0 T T, 00,0 ] o | T XOLmIYO.
(28)

In the following discussion, the individual parameters involved in
the calculation of Y(A,) are evaluated for each of the three species
determinations.
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Determination of Y(Ar)-Values

With respect to the ratio 4ﬂD2/Am, the Am-value is a constant which
involves the lunar diameter, 3.47 x 103 km, as quoted in the American
Ephemeris [66] where#asthe D-valuc is variable since it represents the
earth-moon distance which prevails for a given date. For 26 November 1966,
the appropriate D-value of 3.97 x 10° km was obtained from published in-
formation 66 ]. Although the derived D-value refers to an observation per-
formed at Greenwich which necessitates a slight correction for application
to the Sacramento Peak site, it turns out that the maximum correction in-
volved was less than 0.3 percent so that it was neglected.

With respect to the p())-parameter of Equation (28), three values have
been derived on the basis of published experimental data[67] for FS(K),
F(2), and the relative spectral reflectivity of the lunar surface as a
function of wavelength, R (A). The F (\)- and Ryp())-values pertain to full
moon conditions and are therefore directly applicable to the present experi-
mental situation. The measurements were performed for AX 3100 to 53008 with
a relatively-broad spectral bandpass which varied between 10 and 308. These
data were normalized over an equivalently large spectral bandpass in the
vicinity of 45108 where examination of the Minnaert table [44] indicated that
the solar spectrum was relatively free from absorption line structure over
an interval of about 208. The published p(QSIOR) value was 2.8 x 10~ which,
when combined with published R (})-values,resulted in the p(kr)—values pre-
sented in Table 15.

TABLE 15

DERIVED VALUES FOR SELECTED PARAMETERS

2 1
Species 4XD p(N) AJ\r o 3 Y(xr) ;alue
m (cm) (em™7) (cm” %)

Na(5890.08)  2.09 (5)° 3.2 (-6)7 8.95 (-8) 4.26 (20)  2.55 (13)
Ca(4226.88)  2.09 (5) 2.6 (-6) 14.20 (-8) 4.25 (20)  3.28 (13)

cat(3933.78) 2.09 (5) 2.3 (-6) 2.90 (-8) 8.77 (20)  1.22 (13)

wta

"The value in parentheses is the power of ten.

*This value is estimated[67] from 53008.

In accordance with a previous discussion, it has been shown that

Ay

A =L/ Q) 5;0) (29)
M
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where
£V = Fs(xi)/Fs(kr)

si(kr) = the effective slit function over the spectral interval
centered at lr.

In practice, the A\ -values were calculated numerically by approximating
Equation (29) by

AN, = \If(ki) s;(A) "\ (30)

i

The f(ki) function is defined in terms of the spectral data presented in

Figures 18, 19, and 20 which have been reproduced from Minnaert tables [44].
Furthermore, si(Kr) represents the instrumental slit function (normalized

to unity at the peak transmission wavelength, xr) as determined on the
basis of a laboratory calibration and indicated in Figure 12. In the numer-
ical analysis, the summation was performed over “A-increments of 0.05

owing to the structurally complex spectral patterns that prevail in these
spectral regioms.

Finally in the Y()r) evaluation, the 1/a-values have been presented
previously in Table 2. "The individually derived parameters comprising
the Y(lr)-values have been grouped for the sake of convenience in Table 15.

From Equation (12), it would appear that the calculated Y(A,.)-values
and the corresponding measured X(xr,h)-values could be combined as indicated
to obtain experimental estimates of N(kr,h) for the three species investi-
gated. This procedure is clearly valid for the case where [X(X.,h)] >>
U[X(Kr,h)]. However, it will be shown that in all cases involved in the
present analysis,X(lr,h) < U[X(kr,h)]. As such, the present analysis in-
volves evaluation of both [X(A_,h)] and o[X(2,,h) ] as specified in Equa-
tion (13), i.e.

NQ,h) = (X(xr,h) + G[X(Kr,h)]) YO . (13)

Determination of the Required &X(Rr,h) + G[X(Kr,)]:}Values. In accor-

dance with previous discussions,

"Gy OLh) G300 sh) [cl(xr,h) Cy (2 5h) )

XOpsh) £ 0IXQ 0] = [T,0.m ", 0,m] 20,0 m " CA(Xb,h)J' (31
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Application of the law of propagation of errors [68] allows the standard
deviation to be expressed in the following convenient form:

. 2 2 2 ‘ 2 2 2 _1/2
i . 'Cl c (Cl) o (Cz) & o) (C3) o (Cg)

o X(.\r,h)J =i 57— + 7 +—= 7+ > J JL - (32)
L %2 Loc) c; c, c) c, -

With respect to the present results, a cursory examination of the tabu-
lated data indicates that in all cases:

CHCHEECN

2 - 2
Cy ¢y
and
2 2
GO RC
2 h 2
C4 C3
so that

1/2

UZ(Cl) UZ(C3)> (33)

o[X(2_,h) ] ~ <_ S+ —

C2 C4

It is desirable at this point to express Equation (33) in terms of the data
presented previously in Tables 9 through 14.

The total count measurements (which are assumed to be described by a
Poisson distribution in time) can be expressed by

T, (A,h,t) i'*/Ti(l’h’tQ (34)

and

T (tg) + 0[Tg(tg) ] = To(tg) T (E,) (35)

where
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Ti(k,h,ti) the total count measurement

U[Ti(},h,ti)] \Ti(x,h,ti) which is the standard deviation

ascribed to, Ti(l,h,ti)

TS(tS) the total thermal counts

U[Ts(ts)] VTS(tS) which is the standard deviation

ascribed to Ts(tsy

Thus, from Equation (11):

2 2
T.()\,h,t,) T (t )‘ -0 [T-()\,h,t.)J o [T (t )]
C.(x,h) + ¢iC.(x,h) ] = [ 1 1~ 55 ! + L i i + 5\°5
1 - 1 [ t _J 2 2
i 5 ti tS

where

Ci(l,h) derived counting rate

the standard deviation for the derived
Ci(l,h) - value.

Thus, substitution of Equation (36) into (33) yield:

T.. 1/2
1 (4 1 / 3 5

o[X(A_,h) ] = |—- — ——) — —+——,J . (37)
2 t 5 4 -3 5

The appropriate parameters presented in Tables 9 through 14 inclusive were
employed to evaluate the | X(A ,h) + ULX(X h)]) - values for Na,Ca, and ca’

respectively; the results ‘are presented in Table le.
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TABLE 16

VALUES OF X(X_,h) AND o[X(A_,h)] FOR Na, Ca, AND ca’
AT LUNAR OBSERVATION ALTITUDES OF 100 AND 200 KM

Species  X(A_,100 km) ¥ o[X(2_,100 km)] X(2,,200 km) ¥ o[X(2_,200 km)]
+ -5 + -5
Na (2.2 £3.7) x 10 (2.8 £ 3.8) x 10
+ -5 + "5
Ca (0.3 13.3) x10 (1.1 ¥ 3.0) x 10
ca® (-0.1 * 3.6) x 107° (1.4 * 4.0) x 107°
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Data Interpretation

In accordance with previous discussions, it can be seen from the mag-
nitudes of the derived experimental values of Table 16 that X(hp,h) <
c[X(ap,h)] for all cases which signifies that the random error associated
with the set of measurements employed to derive the X-parameter exceeds the
derived value of the parameter itself. Under these conditions, the question
arises as to the basic validity associated with the derived X-values. 1In
this regard, it is instructive at this juncture to consider both the random
and systematic error components associated with the performance of the pres-
ent experiment. As noted previously, the random error in the derived X-
parameter has been evaluated by application of measurement statistics to
derive the o(X)-values of Table 16. Alternatively, the magnitude of the
systematic error component cannot be assessed analytically, although a
qualitative discussion of its contribution in the present experiment is
presented below. First, a comparison of Equations (11) and (37) demon-
stratesthe relatively high insensitivity of the g(X)-value to the presence
of systematic errors in the experimental loop as compared to the situation
with respect to the X-parameter. This is emphasized further by reference
to Table 16 where it can be seen that in all cases ,X(A., 200 km) > X(2,,100)
which represents physically unacceptable results requiring negative lunar at-
mospheric scale heights. As a result of the above discussion, no physical
significance has been associated with the tabulated X-values of Table 16,
and the remainder of the present data interpretation discussions which fol-
low is predicated on the c(X)~-values.

The Determination of Upper Limit Species Values for Na, Ca, and Ca+.

The derived random error components,o[X(Ar,h)], can be employed to derive
corresponding upper limit values for N(\.,h) based on the previous discus-
sions. It should be noted that employment of the lo-values is associated
with the classic statistical probability or confidence factor. As such
the o(X)-values of Table 16 were inserted into Equation (13) to obtain the
following corresponding upper limit cm®-column counts of the three species
at the indicated lunar atmospheric measurement altitudes:

N(5890.08, 200 km) = 9.7 x 10°/cm’

i

N(5890.0%, 100 km) = 9.4 x 10°/cm’

N(4226.88, 200 km) = 9.8 x 10°/cm’

1.1 x 109/cm2

4.9 x 108 cm2

N(4226.88, 100 km)

N(3933.78, 200 km)

N(3933.78, 100 km) = 4.4 x 10°/cm?

In accordance with a previous discussion presented in Section II regarding
the maximum Na nighttime airglow signal (which was noted to be < 200
Rayleighs), it can be seen that the above-listed N(Na)-values correspond
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to a signal brightness of about 1.7 kiloRayleighs. As such, it is evident
that the derived results were not influenced significantly by the presence
of the Na night airglow.

The upper limit N(2y,h)-values can be employed to calculate correspond-
ing local number density values, n()\;,h), using Equation (3) as listed below:

0(5890.08, 200 km) = 9.2 cm >
-3

n(5890.08, 100 km) = 9.1 cm
n(4226.88, 200 km) = 12 cm >
n(4226.88, 100 km) = 14 cm >
Q ) -3

n(3933.78, 200 km) = 6.1 cm
n(3933.78, 100 km) = 5.7 cm™>.

These above tabulations represent upper limit number density values at the
two lunar atmospheric altitudes involved in the experiment. Further, upper
limit surface number density values, n(i.,0), can also be calculated using
the Fj function specified in Figure 2. This requires a downward extrapola-
tion of the experimental data so that the n()y, 100 km)-values were employed
for this calculation. On this basis, the resultant values are listed below:

n(5890.08%, 0 km) = 28 cm™>
n(4226.88, 0 km) = 99 cm >
n(3933.78, 0 km) = 40 cm™>

With respect to the above upper limit species calculations, it should
be noted that the presented values have been predicated on the directly cal-
culated Y(A,.)-values of Table 15, which were obtained from published litera-
ture results without regard to possible errors. Owing to this and including
the nature of the above analysis and selection of the lo value basis for the
species calculations, it is felt that the presented species column counts and
number densities can be regarded with a greater degree of confidence by in-
creasing the tabulated results by a factor of two.

It should be realized that the magnitudes of the experimentally derived
upper limit number densities specified above represent relcvant and important
data regarding the extent of the lunar atmosphere. Specifically, the most
representative previous theoretical and experimental upper limit number den-
sitv values are quoted as 100 and 103/cm3 for the total neutral and ion
species, respectively. As such, the values quoted herein represent sig-
nificantly lower upper limit values for the specific neutral and ion
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species examined during the present program. Finally, owing to the lack
of direct and possible evidence of the existence of the particular con-
stituents in the lunar atmosphere, it is somewhat unjustified to perform

a lunar atmospheric model validity analysis based on the available experi-

mental results.
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APPENDIX A

CRITICAL ANALYSIS OF OSCILLATOR STRENGTH DETERMINATIONS
FOR SELECTED TRANSITIONS

A.l TINTRODUCTION

This Appendix contains a detailed discussion of the critical analysis
performed to obtain the gf-values and error estimates of Table 1 in Sec-
tion 1I. Under a previous program a list of oscillator strength values
(Sauvermann and Schultz, 1965) was derived using both theoretical and
experimental vdlues published in the open literature. However, no de-
tailed evaluation was directed toward determining the 'best" values along
with corresponding érror estimates. This approach was justified since the
objective of & previous investigation was the determination of the feosi-
bility of observing lunar atmospheric constituents by resonant scattering
techniques. The previous oscillator strength estimates were sufficient
for the design of the experiment, but it became evident that a critical
analysis of the problem was required to derive values suitable for appli-
cation to the analysis of the anticipated experimental results. It is
the purpose of the present discussion to review and comment critically
on current methods of oscillator strength determinations based on a large
variety of experimental and theoretical techniques so that definitive
uncertainty values can be attached to estimates.

A.2 CALCULATIONS OF OSCILLATOR STRENGTHS

Since neither a review of methods for calculating oscillator strengths
nor the accuracy of such calculations exists in the literature, it is
necessary to discuss these aspects of the problem in some detail,.

For the present purposes, only allowed transitions (i.e., dipole
transitions) are considered between low-lying levels of the discrete
spectrum, Under these circumstances,the dipole approximation (neglect
of retardation) is expected to be generally satisfactory except for atoms
or ions with very large values of nuclear charge Z (Bethe and Salpeter,
1957, p. 248).

A.2.1 (General Formulae for the Dipole Approximation. To find the
oscillator strength in the dipole approximation it is necessary to cal-
culate the matrix element of the dipole moment between the initial state,
a, and the final state, b, of the system, Standard quantum mechanics
(see e.g., Bethe and Salpeter, 1957, p. 251) leads to three different
forms for this matrix element:
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the dipole-length form \/b| Z rifa> = <a| Z Eilb\ (A-1)
i i
\
bl ) v la) a|z v b
the dipole-velocity form 1 = 1 (A-2)
(Eb ) Ea) (Eb ) Ea)
’ N\ cal) \
<\b[ A v]a ) &\a| )Y V|b
and the dipole-acceleration’ form L 2 = L 5
(E - E) (E. - E))
Eb a b a (A-3)

where the position of the ith electron is denoted by r;, and the energies
of the initial and final states by E; and E_, respectively. Equations
(A-1), (A-2), and (A-3) hold under very general circumstances; the case
for the dipole-velocity form has been discussed by Green and Weber (1950).
A sufficient condition is

’ = \ - >
= E! ! = E! -4
H Ia) E |a and Hblb \ Ellb (A-4)
for some (not necessarily the same) Hamiltonians H,, H, with eigenvalues

Ef, E{ not necessarily equal to E,, E . On the assumption of many-electron
atom form for the potential,

1

Y L, [ S (a-5)
i

where Z is the nuclear charge. The dipole-acceleration form (A-3) may be
written (Bethe and Salpeter, 1957, p. 252)

SR TR T-r-i
z (v EL r3Ia \ < a| HE >
i I Iy
= . (A-6)
2 2
(B, - E) , - Ea)

The condition that the various expressions (A-1), (A-2), (A-3), and
(A-6) should be equal to each other is more restrictive; a sufficient con-
-dition is that
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Hlaj> = Eala\- and H|b\‘ = Eblb > . (A-7)

It is not necessary that H should be the Hamiltonian of the actual
physical problem, but it is necessary that the values used in (A-2), (A-3),
and (A-6) for E; and E, should be the appropriate eigenvalues of this H.

Recently,Chen (1964) presented a fourth expression for the dipole
matrix element and has shown how further equivalent expressions may be
obtained; these,however,seem of little practical value.

A.2.2 Approximate Wave Functions: General Considerations. In non-
relativistic quantum mechanics, the calculation of the dipole matrix ele-
ment can be performed exactly only for the one-electron problem (Bethe
and Salpeter, 1957, p. 262; Green, Rush, and Chandler, 1957). For any
atom more complex,it is necessary to employ approximate wave functions to
describe the upper and lower states of the transition; in general, these
will not be eigenfunctions of the source Hamiltonian and in consequence,
the different forms of the matrix element (A-1), (A-2), (A-3) will lead
to different results. The problem now is to decide which forms of the
matrix element are appropriate to the various possible types of approxi-
mate wave function.

Qualitatively, the forms (A-1), (A-2) and (A-3) may be distinguished
by observing that, in the dipole length form, the contribution to the
matrix element from regions of large r is important; whereas in the ac-
celeration form, it is the region near the nucleus which is important.

The velocity form lies between these two cases. As such, the regions in
which an approximate wave function is well determined should be considered.

In view of the somewhat qualitative nature of this argument and the
importance which will be attached to it, it is worthwhile to refer briefly
to the extensive literature on the calculation of the bound-free absorp-
tion coefficient for the hydrogen negative ion. This involves calculating
the transition matrix element between the ground state of H™ and the singly
ionized system. The argument suggested above was employed by Massey and
Bates (1940) to justify the use of a plane-wave continuum function in the
dipole-length matrix element. Subsequent calculations of the absorption
coefficient were reviewed by Chandrasekhar (1944) who pointed out that
an increase in complexity of the Hylleraas-type variational wave function,
corresponding to a small change in energy, yielded a relatively large
change in the absorption coefficient. This he attributed to the varia-
tional wave functions being poorly determined by the energy criterion at
large r. In a subsequent paper (Chandrasekhar, 1945a),calculations were
performed using a 6-term and an ll-term Hylleraas trial function and all
three forms of the matrix element. The velocity form was shown to be
more stable under variations of the wave function than either of the
other forms; this was attributed to the energy criterion leading to good
determination of the wave functions in the regions (medium values of r)
of importance in the velocity matrix element. A striking comparison of
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the way in which the different forms of the dipole matrix element weight
regions of space is presented by Chandrasekhar (1945b, Figure 1). Sub-
sequent calculations using 20- and 70-term wave functions by Geltman
(1962) have confirmed this result; furthermore,Geltman shows that the ve-
locity form yields excellent agreement with the experimental results of
Smith and Burch (1959).

It could be argued that H constitutes a particularly sensitive case;
however, precisely the same problem arises in the calculation for He
(Stewart, 1963, p. 346), and for systems with more than two electrons.
Since it is necessary to employ approximate wave functions of types much
less sophisticated than the wave functions available for the two electron
case, the sort of problem discussed is expected to be even more important.
On the other hand, for bound-bound transitions the simple arguments con-
cerning dependence of the different forms of the matrix element on dif-
ferent regions of space do not necessarily follow, since the importance
of a region heavily weighted by one bound-state function may be multiplied
by the second function taking very small values.

Some insight into the accuracy of different types of wave functions
may be obtained by an evaluation of the expectation values of various
operators for two-electron systems with such wave functions and by a com-
parison of these results with those obtained using sophisticated wave
functions of the Hylleraas, Kinoshita, or Pekeris types (see Stewart, 1963,
for details). Such calculations were performed by Cohen (1961), who showed
that the Hartree-Fock wave function for helium of Green, Lewis, Mulder, and
Woll (1954) lead to expectation values of the operators rp, rii and rié
which agreed within 0.5 percent with values derived from the wave function
of Pekeris (1959). Operators which weighted regions nearer to or further
from the nucleus yielded less satisfactory agreement. More recently,Chen
and Dalgarno (1965) performed similar calculations using the simple
screened hydrogenic product function for helium, with and without corre-
lation and in both the closed- and open-shell approximations, for the
operators rl? n taking integer values from -1 to +9. Again, good agree-
ment is obtained with the more sophisticated calculation for m = -1, but

the discrepancy increases to as much as 100 percent at n = 9.

These results reinforce the argument that a variational wave function
is only reliable in the energy-important region and thus good only for eval-
uation of quantities roughly dependent on X r{l (note that normalization

i

ensures that the expectation value of I rg is always given exactly). This
i

in turn reinforces the argument that the dipole-velocity matrix element is
to be preferred when a variational wave function is used. This may also
be argued in another way. The virial theorem, which is always satisfied

by a Hartree-Fock wave function and, obviously, by any wave function which
includes a scaling parameter, ensures that a good total energy estimate
implies a good kinetic energy estimate; that is, an energy-optimized wave
function will give a good result for < p“ >, the expectation value of the
square of the momentum. Hence, reasonable values of < p > can be expected
as well as reasonable values of dipole-velocity matrix elements.
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A step in the direction of putting these qualitative arguments on a
mathematical basis may be made as follows. Assume that the available ap-
proximate wave function b’ may be related to the unknown exact wave
function by

b’ = b + &b (A-8)

where b is small. Then the dipole-length matrix element is
T \ N \ N
b/ > r.Ja’ = bl ) r,la’ + &b| £i|a , (A-9)
i

where for simplicity it is assumed that the wave function a is known
exactly, ©Now the dipole-velocity formulation yields

, ! Tl et
. b’lz v lah a.'b!}' v.la) {ob| ) v, la)

i - i + i
b - Ea) (Ey, - E) (E, - E)

(A-10)

By (A-2),the first terms of the right-hand sides of (A-9) and (A-10) are
equal (at least to a good approximation, if the experimental values for
Ep and E; are employed) to the exact value; the errors due to use of the
approximate wave function are given by the second terms. In the dipole-
velocity form,this error is inversely proportional to the excitation
energy; this implies that the velocity form will be less sensitive to
errors in the wave function for large excitation energies.

A more sophisticated version of this argument has been presented by
Dalgarno and Lewis (1956) who conclude that if the excitation energy is
larger than that associated with any other possible transition, then the
velocity form is to be preferred. Calculations of the photoionization of
helium support this hypothesis (Dalgarno and Kingston, 1958). From Equa-
tion (A-3) follows an obvious corollary that the dipole-acceleration form
is likely to be especially sensitive to the approximate wave function for
small excitation energies and reliable for very large excitation energies,

There is, however, a serious difficulty in estimating the error in a
calculation of the transition integral (A-1), or any of the equivalent in-
tegrals, due to the fact that contributions to the integral may cancel.

A very simple measure of this cancellation, suggested by Bates (1947), is
obtained by calculating, in addition to the transition integral ,

R= /| P r P dr (A-11)
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(where for convenience the central-field model is assumed in which only
the radial integrals are considered over a single electron), the integral

X= | |p r P |dr , (A-12)

where PLs and Pn'i' denote the initial and final radial wave functions
normalized in the sense

i *
g PnE 0 dr =1 . (A-13)
o
Then
IR|
0<% < 1, (A-14)

the value 1 signifying no cancellation and the value 0 signifying complete
cancellation. This simple test is useful for picking out transitions with
heavy cancellation which in consequence cannot be calculated reliably.

A more sophisticated test of cancellation has been suggested by -
-Layzer (1961). Using the same notation, R, is defined by

L
[+ o}
R [\ P P d A-15
ng  J ng " tng OF (4-15)
o
and Rpyrpr correspondingly.
Then, by Schwarz's inequality,
R|
0 —/—<'1 (A-16)
- \‘
Rnﬂ Rn’ﬂ'

where complete cancellation in R,of course,gives the lower limit O, while
the upper limit can only be attained when P,y = P,,;,. The expression
(A-16) thus yields an indication of the similarity of P, and P,,y,.

It is important to note that in the central field approximation,cer-
tain transitions have no cancellation since neither radial function con-
tains a node; these are transitions of the type n,£ > n + 1, £ + 1 with
£ =n - 1. For these cases,the inequality (A-14) assumed the value 1,
but (A-16) does not. The above considerations suggest that these nodeless
transitions may be particularly amenable to calculation.
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A final general matter concerns the excitation energies required for
(A-2) and (A-3) and for converting dipole matrix elements into oscillator
strengths, transition probabilities, and emission intensities (Bethe and
Salpeter, 1957, pp. 248-250). Green and Weber (1950) and Green, Weber,
and Krawitz (1951) discussed these problems and concluded that calculated
energies should be used in preference to experimental energies. However,
their evidence is very slight, although there is a possible quali-
tative argument in favor of using the calculated excitation energy with
the dipole-velocity matrix element on the grounds that the two errors in-
volved might cancel. In the absence of any sound theoretical argument ,
it is preferable to use the most accurate excitation energy available.

It is the nonrelativistic energy which is required so the calculated
value should be used for one- and two-electron problems and the experi-
mental value in all other cases, except possibly when the relativistic
error is expected to be very large as might be the case for an X-ray
transition in a very heavy atom. These conclusions are in broad agree-
ment with those of Bagus (1964). A possible source of error on this pro-
cedure, however, arises since identification of spectral lines is some-
times incorrect. A well-known example is a two-electron spectrum - that
of Lit where Pekeris (1962) showed by calculation that the 2ls - 2lp
line was at 9584A and not at 8517A as identified by Series and Willis
(1958). A second example caused an error in calculations by Biermann
and Lubeck (1948). They assumed that the line at 30828 in AZ I belonged
to the transition 3s2 3p 2p° - 352 3d 2D, as given by Moore (1949).
Burgeis2 Field, and Michie (1960) suggest that the upper level should be
3s 3p D,and this has been confirmed by Crossley (umpublished).

A.2.3 Coupling Schemes and Configuration Interaction. Most calcula-
tions are performed assuming LS-coupling (i.e., ignoring spin-orbit ef-
fects) and in a single configuration scheme. 1In certain cases,these are
good approximations; when they are not, it is extremely difficult to es-
timate the error involved.

The expression "configuration interaction" is often used rather
loosely, sometimes meaning little more than using a more flexible varia-
tional trial function. Perturbation theory affords a description of atoms
in which the configurations that interact in LS-coupling are defined as
those in the complex; the complex is defined by the set of one-electron
principal quantum numbers and parity (Layzer, 1959). A good indication
of the mixing involved is provided by the zero-order mixing coefficients
of this scheme (Godfredsen, 1966). Configuration interaction is likely
to be important when the active electron in either the initial or final
state is in a shell containing other electrons; it is probably not im-
portant for transitions between states in both of which the active elec-
tron is highly excited and no other electron is excited. Thus, for a
resonance transition, configuration interaction is usually important ex-
cept for univalent atoms. Note that through configuration interaction,
the simple concept of labelling a spectral term with a configuration
breaks down, and two-electron jumps become permitted (see Edlen, 1964,
p. 144).
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While LS-coupling is generally satisfactory for small atoms, it is
certainly necessary to allow for the spin-orbit interaction when the nu-
clear charge is large. This may be performed using intermediate coupling
(Garstang, 1962; Gruzdev, 1962; and Mendlowitz, 1966). While Garstang's
argument that the effects of spin-orbit interaction are important in O II
cannot be agreed with, they certainly are important in A II; the change
in intensity in weak lines is sometimes large percentage-wise. Again  the
interaction is expected to be most important when the active electron is
near other electrons - in particular , for a resonance transition. Quali-
tative insight into the importance of spin-orbit coupling may be gained
from inspecting the strengths of forbidden lines or the relative line
strengths in a transition array. An extensive study of lines of Fe I has
recently been made by Shore (1965), but the general unreliability of the
experimental data makes it impossible to derive more than the most qual-
itative conclusions in this way. Note that intermediate coupling is semi-
empirical, since use is made of the observed energy levels.

The transitions of interest here are usually electric-dipole transi-
tions, as discussed in this report; occasionally, however, data for a
transition arising from other electric or magnetic interactions may be
required. Such forbidden transitions have been reviewed by Garstang
(1962, 1964).

A.2.4 The Two-Electron Atom. Because of the practicability of in-
troducing coordinate systems which include the electron separation rj)
explicitly, the solution of the Schrodinger equation for two electron
ions has been developed to the stage where greater accuracy is achieved
by calculation than by experiment; for a review, see Stewari §1963 1.3
Transition probabilities have been calculated for the 1,2 - 2,3 P
transitions in helium using the length, velocity, and acceleration forms
and wave functions to three different orders of accuracy by Schiff and
Pekeris (1964). The wave functions of the S-states were optimized under
a constraint to ensure the correct atmospheric behavior, while the P-
states were determined by the ener§y criterion alone. Additional results
were presented for the 1 1g - P transitions with both functions op~
timized under the asymptotic crlterlon. This variety of results allows
interesting comparisons of the convergence and accuracy of the different
methods of calculation. Taking first the calculations in which only the
S-state function is asymptotically correct, the velocity form yields ex-
cellent convergence in all cases, the greatest variation being 0.0008 on
the f-value (1.3 percent). The length-form does almost as well and im-
proves with decreasing excitation energy. The acceleration-form gives
adequate results for large excitation energy, but fails badly in other
cases (e.g., for 2 g - 2 lp there is a variation of 50 percent). When
both wave functions are asymptotic, the convergence of the velocity form
increases while that of the length-form remains about the same (it must
be borne in mind that the asymptotic restraint leads to a poorer overall
representation of the eigenfunction for a given expansion-length). All
this evidence indicates that, on the basis of the limited number of cal-
culations so far available, the qualitative ideas discussed above apply
very well in practice.
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A.2.5 Hartree-Fock Wave Functions. The usual approach to solving
the Schrodinger equation for the N-electron atom (N > 2) is to employ
the central field approximation and the variational method (see e.g.,
Condon and Shortley, 1935). The Hartree-Fock method is the most sophis-
ticated treatment of this kind and provides the best available wave
functions for a complex atom (see e.g., D. R. Hartree, 1957). Programs
are available for solving the Hartree-Fock coupled integro-differential
equations both numerically (Froese, 1963; Mayers and Hirsh, 1965) and
analytically (i.e., using a set of basis functions with variable param-
eters) (Roothaan and Bagus, 1963; Pfennig, Steele, and Trefftz, 1965).
The numerical method of solution is practical and to be preferred, since
it leads to better energies and avoids the arbitrariness of the choice
of basic functions in the analytical method; however, transition proba-
bilities do not appear to be very sensitive to the wave functions employed
(Pfennig et al. 1965). Approximate methods, such as the 'configuration
average' method of Slater (1960) and Herman and Skillmann (1963) employed
by Kelly (1964b) are unnecessary and should be avoided, since they ignore
the configuration structure of interest herein. It is possible to allow
for configuration interaction,but to do this consistently requires an
iteration process for the mixing coefficients (Hartree, Hartree, and
Swirles, 1939; Hartree, 1957) which makes the calculation very lengthy;
however, a program has recently been developed to accomplish this (Froese,
unpublished). A simpler, but less exact, method is to treat each config-
uration separately, diagonalize the energy matrix, and use the ensuing
wave functions (extended Hartree-Fock scheme). Transition probabilities
have been calculated in this way by Biermann and Trefftz (1949), Trefftz
(1949, 1950, 1951), and Froese (1964, 1965a, b); these calculations show
the importance of allowing for configuration interaction within a complex,
as is sufpested by the Z-expansion treatment of the Hartree-Fock method
(see Section A.2.9). The addition of other configurations usually has
only a very small effect, essentially due to the trial wave function being
made more flexible. Froese (1965b) discusses a transition for which the
upper bound state lies in and interacts with the continuum; in such a
case,it is necessary to allow for autoionization (see e.g., Fano, 1961).

Herman and Skillmann (1963) and Mayers and Hirsh (1965) discuss spin-
orbit and relativistic corrections in the Hartree-Fock scheme. It is also
possible to perform calculations directly in a relativistic scheme (see
Hartree, 1957), or in an "open-shell' scheme (unrestricted Hartree-Fock;
Pratt, 1956); this last method,however,has certain drawbacks (Marshall,
1961) and does not appear to yield reliable transition probabilities
(Trefftz et al. 1957). Other generalizations of the Hartree-Fock method
are described by Hartree (1946).

The "active electron' approximation in obtains when the spin-orbitals of
the '"passive" electrons (i.e., those not engaged in the transition) seem
to satisfy orthonomality integrals between the two states of the system;
calculations suggest that the error here is very small (Veselov, 1949;
Bagus, 1964). It is also possible to perform calculations in which the
spin-orbitals of both the initial and final states are drawn from the
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wave function of a system with one more electron (the "frozen orbital"
approximation); this leads to rather less satisfactory results (Bagus,
1964). Improvement might be obtained with an additional term in the
potential to allow for polarization (e.g., Chisholm and Opik, 1964).
However, the recent development of adequate computer programs has made
these approximations unnecessary.

A serious difficulty arises in the Hartree-Fock method in defining
excited-state wave functions when there is a lower state of the same
symmetry. The problem is discussed by Hartree (1946, 1957, p. 36) and
more recently by Cohen and Kelly (1965),but no definite conclusions are
reached. For a resonance transition, however, this problem will not
usually occur.

The existence of the calculations of Schiff and Pekeris (1964) for
helium, described above (Section A.2.4),allows a direct assessment of the
accuracy of approximate calculations for this atom. Extensive Hartree-
Fock calculations have been performed by Vizbaraite, Kantserevichyus, and
Yutsis (1956) who simplified the method for the more highly excited states
and by Trefftz, Schluter, Dettmar, and Jorgens (1957) who employed both
correlated and uncorrelated wave functions in both the closed- and open-
shell approximations with both length and velocity formulae. Similar cal-
culations have been performed by Weiss (unpublished) and Froese (unpub-
lished).* Comparison with the essentially exact result is interesting;
taking the ordinary Hartree-Fock calculations first, for the six transi-
tions where comparison is possible, the error ranges up to 13-1/2 percent
with the length form and up to 28 percent with the velocity form. Intro-
duction of a correlating factor (Trefftz et al. 1957) brings about a con-
siderable improvement, the largest errors now being 8-1/2 percent (length)
and 8 percent (velocity). Correlated open-shell calculations (only two
comparisons available) reduce the largest errors to 1 percent (length)
and 2 percent (velocity); however, for these two transitions the correlated
closed-shell calculations lead to greatest errors of only 5 percent (length)
and 3-1/2 percent (velocity),and the open-shell method without correlation
is not very successful. Thus, the bulk of the error in the Hartree-Fock
calculation can be avoided by inclusion of a simple correlation term in
the closed-shell calculation. As might be expected, this correlation
correction is particularly important for the resonance transition; the
difficulty of performing a satisfactory calculation for resonance transi-
tions has previously been noted by Dalgarno and Lynn (1957).

Trefftz et al., (1957) recommend the use of the dipole velocity formula
with calculated energies, while Weiss (unpublished) recommends the length
rmula with experimental energies on the strength of comparisons between
Hartree-Fock calculations and calculations of Pekeris-type. As discussed
above, there is no good reason for using calculated energies; on the other

*
Weiss and Froese show that the dipole-length result of Trefftz et al.
(1957) for the resonance transition (closed-shell method) is incorrect.
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hand, it is interesting to note that apart from the resonance transition,
good results are obtained from the straight Hartree-Fock calculations for
helium by application of the gualitative arguments advances above. Clearly,
the 1 18- 3 1p and 2 35 - 3 3p transitions can be excluded, where the matrix
elements are small and cancellation difficulties are expected. Using the
length formula for transitions where there is no change of principal quan-
tum number and no small excitation energy (and the velocity formula in other
cases) then the errors in the three transition remaining are:

2 1S - 2 1P (length) 3.5 percent
1
278 -3 1P (velocity) 1.9 percent
3
2 3S - 27P (length) 3.3 percent

These results are very satisfactory.

Bagus (1964) presents results for Net and ArT using the length, ve-
locity, and acceleration forms of the matrix element. Since there are
no exact results available, it is impossible to state which form of the
matrix element is the best. However, the general arguments advanced
here are supported by the fact that the acceleration form leads to much
more satisfactory results (i.e., results in better agreement with the

length and velocity results) for X-ray (high energy) transitions than in
other cases.

Pfennig, Steele, and Trefftz (1965) present single-configuration
Hartree-Fock calculations for nine transitions in beryllium-like ions
(Be I, C ITI, N IV, O V) using both the length and velocity matrix ele-
ments. Agreement between these two methods for Be I, while fair for
triplet transitions, is quite poor for singlet transitions where even in
the best case (the resonance transition) the length result is twice the
velocity result. The results for the isoelectronic ions exhibit similar
but less extreme tendencies, the agreement between length and velocity
forms improving with increasing ionization. These results are qualita-
tively what might be expected on the assumption that the major error for
the singlet transitions is due to neglect of configuration interaction,
while for the triplet states considered, which are probably not seriously
affected by configuration interaction, discrepancies are due to neglect

of correlation. No comparison with experimental work is possible for
these ions.

A procedure which allows for correlation effects in atomic structure
and uses the random phase approximation of many-body theory (see e.g.,Pines,
1955; Valatin, 1961) yields a formulation which is a generalization of the
Hartree-Fock method which has been discussed by Altick and Glassgold (1964)

who performed trial calculations for Be, Mg, Ca, and ?r which demqnstrate
that large errors may accrue in a transition probability calculation from use
of an overly simple approximation; however, the use of Hartree or Thomas-

97



Fermi central fields by these authors reduces the value of their qualita-
tive results. The Brueckner-Goldstone treatment of many-body theory has
been employed for atoms b{ Kelly (1964) who presents transition probabil-
ity calculations for 282 1g - 28 np lP transitions in beryllium. These
results also show the importance of taking correlation effects into ac-
count. However, neither of these developments at present appear likely
to supersede the conventional Hartree-Fock treatments.

It is concluded that carefully performed extended Hartree-Fock cal-
culations can possibly lead to transition probabilities as accurate as
5 percent. However, the evidence discussed is very scanty; more calcula-
tions and comparisons are necessary. For resonance tramsitions, the
Hartree-Fock method is insufficient unless allowance is made for correla-
tion; errors of 10 to 15 percent occur even in apparently favorable cases.

A.2.6 Other Variational Wave Functions. Simple analytical trial
functions for the variational method are described by Slater (1960; Vol. I
p. 348). Those of Morse, Young, and Haurwitz (1935) are the most complex;*
a simple scheme is suggested by Slater (loc.cit.p. 368). Energies obtained
with these functions are usually inferior to Hartree-Fock energies, and
there is no reason to suppose that transition probabilities calculated
with such functions will be other than correspondingly inaccurate. Never-
theless, calculations of this type have been performed by Vainshtein and
Yavorskii (1952) using Slater-type functions and Bolotin and Yutsis (1953)
using Morse-type functions with configuration-interaction. A brief review
of work up to 1956 is given by Vainshtein (1961); a more recent paper dis-
cussing the convergence of the multi-configurational approximation is that
of Yutsis, Vizbaraite, Strotskite, and Bandzaitis (1962). Vetchinkin (1963)
discusses the choice of approximate wave functions with particular reference
to transition probability calculations.

These calculations, while showing the importance of allowing for con-
figuration interaction, lead to unsatisfactory results. The obvious de-
velopment is to include much larger numbers of configurations in the in-
teraction, that is, to use a variatiomal trial function consisting of a
linear combination of Slater determinants each built up from, for example,
Slater orbitals. The physical concept of the configurations is thus more
or less abandoned (cf. the discussion of Green, Kolchin, and Johnson, 1965).
Calculations of this sort for the ground state and a few excited states of
two-electron ions have been reviewed by Stewart (1963). More recently,
extensive calculations for the ground and excited states of helium have
been performed by Green, Kolchin, and Johnson (1965), and the results
have been used in the calculation of helium oscillator strengths (Green,
Johnson, and Kolchin, 1966a). The results of this work are most encour-
aging; first, the method yields better energies than Pekeris' for the

*
Corrections and extensions of the original work have since been published
(Tubis, 1956; Morse and Yilmaz, 1956; and see Slater, loc.cit).
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3 lg and 6 3S states upwards (showing, as is to be expected, that electron
correlation is more important in the triplet states than in the singlet
states) even though only eight configurations are used for the 6 35 wave
function. In 100 cases out of 203,the length and velocity forms lead to
results agreeing within 1 percent. For the 1 s - n 1P transitions
(Green, Johnson, and Kolchin, 1966b),the length and velocity results agree
within 2 percent in every case, and the 1 lg. 2 1pand 1 1s - 3 1p oscil-
lator strengths are within 1 percent of the effectively exact results of
Schiff and Pekeris (1964). The energies of the 42 excited levels differ
from the experimental values (the lower levels corrected for relativistic
effects) by an average of 1 in 300,000.

These results tend to confirm that the transition matrix element is
not over-sensitive to the precise form of the wave function, except under
conditions of extreme cancellation. The real value of Green's work, how-
ever, is that it is straightforward to extend his method to more complex
atoms; indeed this may well prove to be a more practicable approach for
the calculation of transition probabilities than the extended Hartree-
Fock method.

A.2.7 The Coulomb Approximation. Hartree (1927) very early recog-
nized that Hartree-type wave functions did not have the correct asymptotic
behavior at 1large r, and attempted to construct improved wave-functions
for single valence electrons moving in the assumed central field of the
nucleus and core electrons by finding the correct asymptotic form and
joining it smoothly to the Hartree wave function describing the energy-
important region. The asymptotic behavior of the wave function is de-
scribed by the Whittaker functions; the appropriate mathematical develop-
ment is given by Waller (1927), Hartree (1927), and Hylleraas (1945).
Chandrasekhar (1944) suggested thit transition probability calculations
with the length form would be improved by the use of wave functions having
the correct asymptotic form, and Bates and Damgaard (1949) showed that the
use of the asymptotic form alone was sufficient for the calculation of a
wide range of transition probabilities (the Coulomb approximation). The
use in this method of the experimental energy to determine the asymptotic
form leads to noninteger principal quantum numbers,and a problem arises
as to how to normalize the Whittaker functions under these circumstances.
This problem has been investigated by Ham (1955), Seaton (1958), and
Burgess and Seaton (1960) who show that the assumption about normalization
made by Hartree (1927) and Bates and Damgaard (1949) is incorrect
but will not lead to serious error except when the change in the effec-
tive principal quantum number in the transition is less than 1.5. It is
not possible, however, to obtain the exact normalization factor. It may
still be asked, however, whether normalization of the asymptotic wave
function is the best procedure; an alternative procedure would be to
choose the normalization factor so that some atomic property, e.g., < r I,
is given correctly.

Bates and Damgaard show that their method is accurate for a simple
case (e.g., transition between high-lying singly-excited states)and
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their results yield generally good agreement with experiment except in
complex cases where the active electron is involved with partly-filled
shells. The method is semi-empirical in that experimental ionization
energies are used, but this means that, qualitatively, some configtra-
tion mixing is allowed for. The claims made for their method by Bates
and Damgaard seem in general over-cautious. )

Bates and Damgaard present tables from which transition probabilities
may be calculated. Many authors have given f-values from these tables
(Asaad, 1956; Goldberg, Muller, and Aller, 1960; Allen, 1960, 1963;
Houziaux and Sadoine, 1961); a particularly extensive tabulation has re-

cently been given by Griem (1964). :

Three alternative methods suitable for a one-electron problem have
been developed. The first (Zwaan, 1929) employs the Wentzel-Brillouin-
Kramers method to describe the central field (see e.g., Condon and
Shortley, 1935, p. 339; and Jeffreys, 1961, p.245); Zwaan's results are
discussed briefly by Condon and Shortley (1935, p. 148) and by Bates and
Damgaard (1949). More recently,Petrashen and Abarenkov (1954) have taken
up the original suggestion of Hartree (1927) discussed above,and calcula-
tions of transition probabilities on sodium by this method have been per-
formed by Anderson, Buzka, Grinsberg, and Saulgozka (1956). The third
approach. (Stewart and Rotenberg, 1965) uses a scaled Thomas-Fermi
potential.

These three methods in principle should be more accurate than the
Bates-Damgaard method, but in practice the improvement seems to be mar-
ginal and the Bates-Damgaard method is more widely applicable and easier
to handle. The accuracy of all these methods is good, the probable error
for appropriate transitions being 10 percent or better; however, resonance
transitions rarely fall into the class of '"appropriate transitions'.

A.2.8 Screening Methods. Varsavsky's (1958, 1961) calculation of
transition probabilities has had considerable application in astrophysics,
being the only method claiming to yield good results from a simple calcu-
lation. Hydrogenic functions are screened with the screening constant de-
termined (effectively) by the variation principle. Similar to the methods
of Section A.2.2, the dipole-length matrix element is employed. Bagus
(1964) compares his Hartree-Fock results with Varsavsky's for univalent
cases, which Varsavsky's method should treat best, and finds an almost
constant factor 2 difference; this suggests use of an incorrect formula
by Varsavsky. Generally, Varsavsky's results agree poorly with experi-
ment, so it seems wise to treat his work with considerable caution.

A.2.9 Perturbation Treatments. Dalgarno recently developed-a method
of calculating atomic properties based on Rayleigh-Schrodinger perturba-
tion theory; a convenient review is provided by Hirschfelder, Byers, Brown,
and Epstein (1964). Its advantage is that a single calculation yields re-
sults for a whole isoelectronic sequence, and the accuracy increases with
the nuclear charge. The calculation of transition probabilities by this
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method has been performed by Cohen and Dalgarno (1964) (up to ten elec-
trons), Crossley and Dalgarno (1965) (sodium and magnesium sequences),and
Crossley, Dalgarno, and Parkinson (to be published) (aluminum sequence);
similar results (up to magnesium) were obtained by Froese (1965a) who
used a numerical method. All these calculations are based on the ex-
tended Hartree-Fock method (that is, configuration interaction is in-
cluded at zero-order in the wave function) and use the dipole length
matrix element. A screening parameter is introduced -chosen so that the
first-order contribution to the matrix element is zero; this choice is
correct in calculations of energy, but theoretical justification for
other expectation values is lacking (Dalgarno and Stewart, 1960, and
Section A.2,11). Only transitions in which the principal quantum number
n of the active electron has its lowest value (and does not change) have
been considered. The agreement with comparable full extended Hartree-
Fock calculations is surprisingly good, the difference in the values of
the transition integral being generally less than 1 percent for ions at
least twice ionized.

An improved method (Cohen and Dalgarno, 1966) uses the Hartree-Fock
formalism as the zero-order problem; matrix elements can then be calcu-
lated exactly to first order. Results for the 21,3 5 - 2 1,3 p transi-
tions in neutral helium agree with the effectively exact results of Schiff
~and Pekeris (1964) to 4 percent, and the accuracy of the method is expected
to improve rapidly with increasing degree of ionization. This approach:
enables the shortcomings of the Hartree-~Fock method to be analyzed (see
also LaPaglia and Sinanoglu, 1966),

A.2.10 Sum Rules. Many authors used the Kuhn-Reiche-Thomas f-sum
rule (Allen, 1963, p. 55) to obtain crude f-values and also to put experi-
mental relative values on an absolute scale (see e.g., Allen, 1960).
Since the summation is performed over all bound-bound and bound-free
transitions from a given bound state, accuracy for a particular level is
usually impossible; however, a limit may sometimes be obtained (see e.g.,
Dalgarno and Kingston, 1959). Green, Weber, and Krawitz (1951) show that
satisfaction of this sum rule savs nothing about the individual f-values.
However, other sum rules exist and have been used very successfully in
the case of the helium atom (see Stewart, 1963) where extensive calcula-
tions of oscillator strengths for bound-bound and bound-free transitions,
and of other properties, were available.

A.2.11 The Improvement of Approximate Results. Currently,much at-
tention is being paid to the problem of determining good expectation
values in quantum mechanics; a brief survey of work in progress is de-
scribed below,

The most unsatisfactory feature of the methods described above is
that in no case are we able to do better than guess the accuracy of the
results. It would be a great advance to have a means for predicting the-
oretical upper and lower bounds to expectation values, as in the case for
energy (see e.g., Wilson, 1965; Lowdin, 1965). At present, unfortunately,
this seems to be a rather ambitious objective.

101



As noted previously in Section A.2.9, Dalgarno introduced a screening
parameter into the calculation of expectation values by the expansion method.
Various attempts have been made recently to justify this step by applica-
tion of hypervirial theorems (Hirschfelder and Sanders, 1965; Robinson,

1965; Bangudu and Robinson, 1965), by use of the first-order density ma-
trix (Hall, Jones, and Rees, 1965),and by use of the Hellmann-Feynman
theorem (Jones, 1965). The evidence generally supports Dalgarno's choice
(Hirschfelder and Sanders, 1965), but a proof is still lacking.

Additionally in Section A.2.9,a perturbation treatment was discussed
in which the Hartree-Fock method is used as the zero order problem. Chen
and Dalgarno (1965) have given a method of improving expectation values
obtained from approximate wave functions. The method has not been applied
to transition probabilities, but appears very promising for this purpose.
Other advances in perturbation theory were described in Section A.2.9.

Finally, it is possible that wave functions leading to inferior en-
ergies would yield better expectation values than wave-functions which
are '"best'" in the energy sense. Attempts to find criteria for choosing
such "operator-adapted' wave functions are being made (Mukherji and Karplus,
1963; Coulson, 1965). .

A.3 MEASUREMENT OF OSCILLATOR STRENGTHS

It is unnecessary to present a detailed discussion of the methods of
experimental measurement of atomic oscillator strengths herein, since this
subject has been thoroughly reviewed by Foster (1964). Therefore;the pres-
ent section is limited to commentary and where necessary,a revision = to
Foster's article. For ease of cross-reference, Foster's paragraphs num-
bers will be used here, prefixed by "3",

3.1 "Few of these constants (oscillator strengths, etc.) are known
to 1 percent, or even to 10 percent, and their precise measurement pre-
sents formidable difficulties."

3.1.1 Errors in experimental oscillator strengths fall into two
classes: errors in the measurement itself (these are the errors usually
estimated) and systematic errors in the reduction of the experimental
data to the theoretical quantity required which arise from the shortcom-
ings of assumptions about thermal equilibrium vapor pressure, optical
thickness, collisions, etc. These systematic errors may often be large
and are difficult to allow for. An example of a source of systematic er-
ror is the disagreement over the standard carbon arc intensity, which
varies up to 7 percent according to author and wavelength region.

3.1.2.1 Most experimental methods measure intensity; to obtain the
Einstein transition probability, A, requires further measurement (see
Foster's Equation 1.6) of the number density of atoms and the thickness
of the emitting layer. These are usually very difficult to determine
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and so it is not possible to obtain accurate absolute oscillator strengths;
however, it is generally possible to control the experiment in such a way
that an assumption may be made about the thermal equilibrium and reliable
relative oscillator strengths obtained.

3.1.2.2 Measurements of lifetimes of excited states are usually free
from the problem of the determination of number density.

3.1.2.3 The neglect of forced emission is another example of an ap-
proximation often made in reducing experimental measurements to the the-
oretically-defined quantities.

3.1.2.4 A discussion of the methods and accuracy of theoretical
methods for the determination of transition probabilities has,of course,
been given in this report.

3.1.5 A revised edition of the '"Bibliography on Atomic Transition
Probabilities' has now been published (Glennon and Wiese, 1966).

3.2 Lifetime measurement is one of the three most profitable ap-
proaches to experimental oscillator strengths and is (in suitable cases)
the most reliable method for absolute oscillator strengths. The conver-
sion of lifetimes to oscillator strengths sometimes requires knowledge of
"broadening factors'" - that is, relative oscillator strengths. 1If these
are not available, or if a forbidden transition is ignored, then the life-
time method usually gives an upper bound to the oscillator strength.

3.2.1 Method of Direct Observation of Decay. This method is only
suitable for weak lines (long lifetimes) and is not suitable for resonance
transitions.

3.2.2 Phase-Shift Method. This method, with optical excitation, is
particularly suitable for the determination of absolute oscillator strengths
of resonance transitions. The use of electronic excitation brings added
difficulties due to cascading; nevertheless,this method has been used re-
cently by Lawrence (1965) who shows how cascading may be allowed for.
Results for atoms are given by Lawrence and Savage (1966) and by Savage
and Lawrence (1966)who estimate the error is due to zero phase reference
inaccuracy, instrumental errors, approximations in the cascade correction,
and spectral impurities at 10 to 15 percent for the longer-lived states.
Less precision is possible for the shorter-lived states which ,of course,
correspond to the larger oscillator strengths. An additional source of
error might be self-absorption, particularly with resonance lines (see
Section 3.2.3). Thus,this very recent work does not appear to have the
accuracy of the optical excitation experiments of Brehm, Demtroder, and
Osberghaus (1961) discussed by Foster.

3.2.3 Delayed Coincidence Methods. The problem of self-absorption
in the resonance line, mentioned above, is discussed here by Foster.
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3.3 Thermal Equilibrium in Arc Discharges. The vast majority of
relative oscillator strengths in the literature derived from experiments
of this kind, notably by Corliss and Bozman (1962) , is discussed below (Sec-
tion 3.3.2.1). A brief review of these methods is given by Penkin (1964) ,
and reference may be made to the book by Griem (1964). Control of these
experiments is extremely difficult so that absolute oscillator strengths
cannot be determined,in general,to better than an order of magnitude.
However, under suitable circumstances relative oscillator strengths can
be obtained for a very wide range of excitations and intensities, these
being the only practicable methods for measuring weak lines connecting
highly excited levels. Such relative determinations could then be put
into an absolute scale by recourse to some other method for a few se-
lected lines. The discharge process itself has been the subject of very
extensive investigations (e.g., Mazing, 1961; Hefferlin and Gearhart,
1964).

3,3.,1 Utrecht Arc Method. See Section 3.3.2.1.

3.3.2 Other Arc Methods.

3.3.2.1 The Semi-Absolute Dilute Copper Alloy Calibration Method.
By far the largest collection of f-values in the literature is the compu-
tation of Corliss and Bozman (1962). This is based on the tables of spec-
tral line intensities of Meggers, Corliss, and Scribner (1961) which were
prepared primarily for the purposes of spectrochemical analysis. Conse-
quently the accuracy of the derived gf-values is not large; Corliss and
Bozman suggest standard deviations of 40 to 50 percent in relative gf-
values within a single spectrum, and of 70 to 100 percent in absolute gf-
values. These estimates are based on estimates of the accuracy of the
intensity determinations (standard deviation 32 percent) and of the arc
temperature (6 to 56 percent according to excitation energy; see Corliss,
1962). However, there appear to be further errors in the second section
of iron-group elements, and presumably elsewhere due to the ionization po-
tentials used; these errors decrease with ionization potential to an order
of magnitude for nickel (Warner, 1964). Below 25008 the quoted values ap-
pear to be too small by up to a factor of two, presumably due to an error
in the extrapolation process used to determine the energy calibration in
this region (Warner, 1964; Morozova and Startsev, 1965). Beyond these
specific errors, the whole process used of dissolving electrodes contain-
ing the different elements into the plasma is perhaps open to question
though Morozova and Startsev (1964), who have performed similar experi-
ments, give arguments in support of the process. Resonance lines, how-
ever, may often be subject to self-absorption.

The rather similar work of Allen is sufficiently described by Foster.

3,3.2.2 The Absolute Method of Mannkopff, Eberhagen>and Eicke. There
are so many problems to be resolved with arc methods that determinations of
absolute f-values at present must be reported as untrustworthy. Eberhagen
(1955) gives an estimated error of 33 percent for the resonance line of
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strontium; Penkin and Shaganova (1962) find his results in poor agrcement
with their own from the Hook method (Scction 3.4.4).

3.3.3 Absolute Measurements with the Kiel Arcs. In addition to the
methods described by Foster, a free-burning arc source has been developed
and utilized for the measurement of absolute oscillator strengths in argon
by Olsen (1963a), who has also given a review of arc methods for quanti-
tative spectroscopy (Olsen, 1963b). Olsen has paid particular attention
to estimating thermal equilibrium, to investigating the thermal plasma
composition (Olsen, 1959) and the ionization equilibrium (Olsen, 1961),
and to correcting for self-absorption. Similar techniques have been used
by Dickermann and Deuel (1964a) for determining relative transition prob-
abilities in copper, aluminum, and molybdenum; these authors have also
suggested an alternative means of dealing with self-absorption (Dickermann-
and Deuel, 1964b). Olsen (1963a) estimates his errors in intensity mea-
surement at 3 to 12 percent, and the error in the absolute transition
probabilities at ~20 percent.. Dickermann and Deuel plan to put their
relative values into an absolute scale by the use of other work; this
procedure seems to us the most satisfactory.

3.3.4 Luminous Shock Tubes. Another description of the usc of shock
tubes for quantitative spectroscopy has been given by Wurster (1963). The
problems involved in understanding the shock tube process are still being
studied. 1In addition to the problems discussed by Foster, there are those
connected with the insertion of the material of interest into the shock;
for a recent discussion see Garton, Parkinson, and Reeves (1964).

3.4 Measurement of Oscillator Strengths of Discrete States. The two
most valuable sources of oscillator strength measurements are derived from
the work of King, using absorption methods, and the work of Penkin, using
the '"Hook' method of Rozhdestvenskii. 1In both cases,there has been con-
tinuing improvement of the experimental methods and of the resulting
accuracy.

3.4.1 - 3.4.2 Measurement of the equivalent width of an absorption
line is the basis of the total absorption method. This is the procedure
used by Bell, Davis, King, and Routly (1958) and described by Foster.
Penkin (1964) gives a brief review of the method,pointing out the pos-
sible limitation and sources of error -in particular,the necessity of
knowledge of the hyperfine structure. Improved procedures, notably the
use of photoelectric means of recording, were discussed by King (1963) in
a brief review, and employed by Lawrence, Link, and King (1965) who esti-
mate the errors in their absolute f-values as 10 to 20 percent. Most of
the error is attributed to the difficulty of determining the number den-
sity; for example, Lawrence, Link, and King recalculated results of
Estabrook (1951) for nickel on the basis of improved vapor pressure data,
giving a 60 percent increase in the f-values. Consequently, the relative
f-values of Lawrence, Link, and King should be of much higher accuracy
(5 percent).
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3.4.3 Absorption Methods - The King-Furnace Observations. This
earlier work has largely been superseded by the work just discussed.
Some of the relative f-values have been scaled according to later abso-
lute determinations; see e.g., Lawrence, Link, and King (1965).

3.4.4 Dispersion and Anomalous Dispersion. The anomalous dispersion
or Hook method as now developed is one of the most valuable techniques for
measuring f-values. The description given by Foster, however, is in need
of revision. The most significant improvement in the method has been the
combining of the Hook and total absorption methods so that the determina-
tions of number density and vapor column length are avoided; these were
thought to be the major sources of error in the method described by Foster.
The use of photoelectric recording techniques eliminates most of the re-
maining errors, so that Penkin now claims an overall accuracy of 3 to 5
percent for absolute f-values; this is perhaps a little optimistic. These
improvements have been described by Ostrovskii and Penkin (1961),and the
whole program of work in this field by Penkin and his co-workers up to
about June 1962 has been reviewed (Penkin, 1964). Some of the results
from earlier work are given in this review in revised form on the basis
of new vapor pressure data (Nesmeyanov, 1961) which appear to be suffi-
ciently reliable to remove most of the error from the method described by
Foster. This has permitted accurate measurements to be made for silver,
gold, tin, and lead (Penkin and Slavenas, 1963a,b) which are not suitable
for the total absorption method; in the case of the resonance line of
silver, 3280& (for which a wide scope of temperatures is possible) Penkin's
results show a random error of less than 1 percent while the system errors
may be as low as 2 percent.

An even more recent review of the Hook method has been presented by
Marlow (1965) who gives numerous references to the recent literature;
more recent papers are those of Shukhtin (1965) and Mertz (1966).

3.5 Some Special Methods for Discrete States. In addition to the
methods described by Foster, interest has recently been renewed in the
method of linear absorption, which is fully described by Mitchell and
Zemansky (1934). Relative oscillator strengths in copper have been mea-
sured by Ostroumenko and Rossikhin (1965) using this method; it should
be noted that their results may readily be put on an absolute scale by using
the results for the resonance doublet given by Penkin and Slavenas (1963a)
mentioned in the previous paragraph. There is, however, insufficient com-
parison data as yet for an evaluation of the accuracy of this method.

The linear absorption method has been ingeniously combined with the
total absorption method to measure absolute values of oscillator strengths
by Lvov (1965) whose results for the resonance lines of lead and cadmium
are in reasonable agreement (10 percent) with other work.

3.6 - 3.7 Since the measurements of resonance transitions are of

major concern herein, comment on Foster's discussion of auto- and photo-
ionization is omitted.

106




A.4 CONCLUSION

Oscillator strengths for hydrogen-like ions may be calculator pre-
cisely in the dipole approximation (Section A.2.2). For the case involving
two-electron ions, see Section A.2.4 whereas for more complicated ions,

a combination of methods is recommended. Resonance lines of neutral
atoms may be measured to great accuracy by the lifetime method with op-
tical excitation (Section 3.2.2),and the results used to put relative f-
values on an absolute scale; good relative values may be obtained from
the absorption methods (Section 3.4.3) or from the Hook method (Section
3.4.4) for at least the lower transitions of many atoms. Alternatively,
the absolute scale could be attained in some cases by means of a sophis-
ticated calculation of the kind described in Section A.2.6. 1In this way,
it should be possible to obtain oscillator strengths for a large number
of low transitions in neutral atoms to an accuracy of better than S per-
cent.

For transitions involving higher excited levels in neutral atoms
and for ionized atoms, the situation is more complex. Higher excitations
in neutral atoms are probably best dealt with by taking relative f-values
from carefully controlled emission-arc methods (Section 3.2.3) leading to
absolute values of about 10 percent accuracy; for small atoms (and ions)
in suitable configurations, the Bates-Damgaard method (Section A.2.7) is
recommended (10 percent). For positive ions, experimental methods become
inaccurate, increasingly so with increasing ionization; on the other hand
calculations generally become more accurate (notably the perturbation
methods described in Section A.2.9). It is possible that the accuracy of
calculations based on a nuclear-charge expansion could be improved by

" fitting the expansion to experimental results for the neutral atom case.

In conclusion,it seems reasonable to suppose that the enormous ef-
fort now being directed to finding oscillator strengths for atomic systems
will lead to a considerable improvement in the existing data, particularly
for the lower transitions of neutral atoms.
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